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RESUMO

A busca por ideias sustentáveis ganhou destaque nas últimas décadas em 
todos os níveis da sociedade, uma vez que se tornou imperativo o desenvolvimento 
econômico, social e ambiental de forma integrada. Nesse contexto, as biorrefinarias 
apresentam-se atualmente como a tecnologia que melhor cobre todos esses 
parâmetros, pois agregam os benefícios do reaproveitamento de resíduos, da 
cogeração de energia e da substituição de combustíveis fósseis. Assim, o estudo das 
várias matrizes biológicas aplicáveis e a exploração das capacidades técnicas destes 
processos tornam-se altamente atrativos. A modelagem termodinâmica atua neste 
cenário como uma poderosa ferramenta para prever o comportamento desses 
sistemas ainda não totalmente compreendidos, bem como para otimizar os 
parâmetros de projeto de usinas de biorrefino, sendo, portanto, essencial para o 
desenvolvimento desta tecnologia. Desse modo, este trabalho teve como objetivo 
sistematizar, a partir da metodologia PRISMA para revisões sistemáticas, as 
informações publicadas entre 20 10  e 2020 sobre modelagem de equilíbrios de fases 
em sistemas relacionados a biorrefinaria, a fim de organizar o que já se sabe sobre o 
assunto. Como resultado, 236 artigos foram categorizados em termos de ano, país, 
tipo de equilíbrio de fase e modelo termodinâmico empregado. Além disso, as 
previsões do comportamento de fase de diferentes modelos nas mesmas condições 
de processo foram comparadas qualitativamente, estabelecendo a equação PC-SAFT 
como o modelo termodinâmico que melhor representa a grande diversidade de 
sistemas de interesse para biorrefinarias em uma ampla gama de condições.

Palavras-chave: Revisão sistemática. Equilíbrio de fases. Termodinâmica.
Biorrefinarias.



ABSTRACT

The search for sustainable ideas has gained prominence in recent decades at 
all levels of society since it has become imperative an economic, social, and 
environmental development in an integrated manner. In this context, biorefineries 
currently present themselves as the technology that best covers all of these 
parameters, as they add the benefits of waste reuse, energy cogeneration, and fossil 
fuel substitution. Thus, the study of the various applicable biological matrices and the 
exploration of the technical capabilities of these processes become highly attractive. 
Thermodynamic modeling acts in this scenario as a powerful tool for predicting the 
behavior of these systems not yet fully understood, as well as to optimize the design 
parameters of biorefining plants, being, therefore, essential for the development of this 
technology. Thereby, this work aimed to systematize, using the PRISMA statement for 
systematic reviews, the information published between 2010  and 2020 on phase 
equilibria modeling in systems related to biorefineries in order to organize what is 
already known about the subject. As a result, 236 papers were categorized in terms of 
the year, country, type of phase equilibria, and thermodynamic model used. In addition, 
the phase behavior predictions of different models under the same process conditions 
were qualitatively compared, establishing PC-SAFT as the thermodynamic model that 
best represents the great diversity of systems of interest for biorefineries in a wide 
range of conditions.

Keywords: Systematic review. Phase equilibria. Thermodynamics. Biorefineries.
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1 INTRODUCTION

1.1 RESEARCH MOTIVATION

The concept of "sustainable development” defined, according to the United 

Nations Assembly, as the development of the current generation without the 

commitment of future generations, has been gaining notable importance in recent 

decades. This theme has become imperative on all fronts of society, given the urgency 

of environmental problems, the food crisis, and the challenge of the coming "cosmic 

era” that is approaching. Under these conditions, governmental policies to align 

incentives to seek renewable energy sources and sustainable technologies have 

intensified, with a constant demand for processes increasingly integrated with 

economic, social, and environmental issues (SADHUKHAN et al., 2016).

Biomass appears in this context as a promising alternative to the fossil 

economy, since the possibility of being produced from different sources provides 

greater flexibility and security to the market, in addition to its environmental benefits. 

Thus, studies on the possibilities of using different biological matrices, together with 

the optimization of the energy integration and efficiency in the conversion of reactions 

in biomass processing plants support the advancement of the concept of biorefineries 

(GONZALEZ PRIETO et al., 2015).

Despite enormous sustainable economic potentials, biomass has become a 

pole of research focus only recently, and its processing imposes numerous scientific 

challenges to be overcome for its large-scale application to become a reality. In this 

sense, thermodynamic modeling acts as a powerful tool for the better understood of 

these systems, because it can be used to predict thermodynamics properties, phase 

behavior, and efficiency of processes. All of these data are crucial for the industrial 

equipment design, as well as for the definition of process conditions and production 

strategies in its various stages (ABUTAQIYA, 2018).

In the biorefining sector, the combination of sophistication to handle 

compounds with large interaction and size differences, and simplicity to allow 

implementation in a programming environment is the major challenge. Given the 

complexity of the problem, there is still a lot of ambiguity in thermodynamic modeling 

in systems-related to biorefineries, which requires continuous investment in the search 

for a better understanding of this theme (GUO et al., 2012).
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1.2 OBJECTIVES

In the context of the growing interest in possible products and processes by 

biorefining and the importance of thermodynamics in the development of these 

systems, the objectives of this work were:

1. Understand the development of thermodynamic modeling of phase 

equilibria over time and the considerations made for modifying models 

and/or creating new ones;

2. Review the state of the art published in the last decade on thermodynamic 

modeling of phase equilibria in biorefineries systems using the PRISMA 

systematic method of searching information;

3. Catalog these works in an overview of publications by year, country, 

thermodynamic models used and type of equilibrium studied;

4. Highlight relevant points as research groups with greater impact and 

compounds most studied;

5. Investigate the pros and cons of the thermodynamic models cited in these 

papers in the context of biorefineries;

6 . Perform a critical analysis of which thermodynamic model is the best 

alternative to represent the phase equilibria of systems related to 

biorefineries.

1.3 THESIS OUTLINE

To achieve the objectives presented above, this work was assembled in six 

more sections. Chapter 2 and Chapter 3 consist of the presentation of theoretical 

concepts related to biorefineries, phase equilibria, and thermodynamic modeling. In 

Chapter 4 , these topics are connected to formulate the fundamental question that was 

expected to be answered in this work. Chapter 5 presents the methodology for the 

systematic review carried out, the criteria adopted and the final screening results. 

Chapter 6 shows the categorization of evaluated studies and finalize with the 

qualitative comparison of the different thermodynamic models under the same process 

conditions. For a more didactic development, both the theoretical concepts and the 

results were categorized into three main classes of thermodynamic models with
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specific colors: classical in blue, statistical in yellow, and quantum chemistry in red The 

last section, Chapter 7, lodges an overview of the thesis, highlighting the more 

important results obtained. This reasoning can best be viewed in Figure 1.
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PRISMA Systematic Review
- Data base: Google Scholar
- Period: 2010-2020
- Language: English
- Keywords: "biorefinery +phase equilibria" 
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- Results: 236 Papers

Chapter 6 
I

General Views 
Year 
Country
Type of Phase Equilibria 
Type of Model

Chapter 7

Outcomes
Thesis overview 
Best model: PC-SAFT 
Promise: GCA

Figure 1 -  Conceptual flowchart with the presentation of the reasoning developed in the formulation of 
this work.

Source: Author’s figure (2020).
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2 BIOREFINERIES

2.1 CONCEPTS AND DEFINITIONS

The concept of biorefinery was originated in the late 1990s as a result of the 

increasing trends of biomass use as a renewable feedstock for the production of non­

food products, such as plastics, biosurfactants, and, mainly, biofuels. This term, 

however, is still under development and, despite the wide discussion about its use, 

there are no established models and standards, which results in several definitions 

created by different authors and agencies to elucidate its meaning (EMBRAPA, 2011).

The International Energy Agency (IEA) Bioenergy, for example, prepared, in 

20 10 , the most recent known definition, in which the biorefining is exposed as the 

sustainable processing of biomass in marketable products and energy (IEA, 2010). 

According to the United States Department of Energy (DOE), on the other hand, the 

biorefinery is a processing plant where sources of biomass are extracted and 

converted into a spectrum of products with market value (DOE, 2008). Still, for the 

American National Renewable Energy Laboratory (NREL), biorefineries are all 

industries that integrate biomass conversion processes and equipment for the 

production of fuels, energy, or chemical products (NREL, 2008). It is possible to notice 

that, in reality, these definitions only differentiate the focus of the description, while the 

first one emphasizes the process sustainability, the second focuses on products of 

interest to the market, and the last one points the process integration.

Another definition to be discussed is the proposal by Fatih Demirbas (2009), 

which makes the important analogy between biorefineries and classical oil refineries. 

Many authors use this approach as the basis for their work. Fernando et al. (2006), for 

example, states that subjecting the biomass to complex processes generating different 

products is equivalent to the processing undergone by oil and natural gas to obtain a 

variety of compounds. Maity (2015) also highlights that, like the oil refinery, 

biorefineries can obtain intermediate products for the generation of other substances. 

Jong and Jungmeier (2015) point out yet the number of intermediate products that both 

generate as the greatest similarity between these processes, while the biggest 

difference is about the nature of the raw material, homogeneous for refineries and 

heterogeneous for biorefineries. The consequence of this heterogeneity is the need for 

a combination of varied processes, increasing the difficulty and costs of biorefining.
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Despite the small differences in the focus of the application, all of these 

definitions maintain the same basis encompassing, among other aspects, the 

integration of balances of mass and energy, life cycle, regional socio-economic 

development, generation and consumption of distributed products and services, and 

mitigation of greenhouse gas emissions (Figure 2) (EMBRAPA, 2011). Thus, even 

without a final decision on the concept of biorefineries, large amounts of public and 

private efforts have focused on the development of this technology, given its 

compliance with the requirements of the so-called green chemistry, which has become 

an important socio-economic worldwide goal in recent decades.

Generation of 
distributed products

Production
Optimum mass- energy 
balances 

Life cycle

Cheaper products
Q IQ  Use of green solvents 

Economic independency Reuse of waste

Social Environment
Mitigation of greenhouse 

Regional socio- gas emissions
economic development

Figure 2 -  Schematic representation of different aspects integrated in the most recent biorefinery 
concept.

Source: Author’s figure (2020).
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2.2 BIOREFINERIES CLASSIFICATION

As the biorefinery concept is still under development, a standard classification 

for these systems is not yet available. Most classifications are based on raw material, 

process technology, state of the platform technology, main product or intermediate 

produced, but the main problem is that a broad spectrum of different types of 

biorefineries is growing, and some general categories need to been identified 

(CHERUBINI et al., 2009).

In this context, Cherubini et al. (2009) developed the most recent idea of 

classification that includes the biorefinery systems in only a limited number of generic 

types. For that, each plant, individually, can be defined by the following main 

characteristics, in order of importance:

i. Platforms: intermediate elements obtained from the raw material and that 

generate a range of products in the biorefinery;

ii. Products: refer to the main market of the biorefinery and can be divided 

into two major groups: alternative energies production, like biofuels, electric 

energy and/or heat; or non-energy products, that are sold or modified to 

generate bioproducts with higher added value;

iii. Raw materials: classified in primary, harvested from forest or agricultural 

fields; secondary, residues from the main process, such as black liquor; and 

tertiary, waste human or industrial post-consumption;

iv. Processes: divided into mechanical/physical, biochemical, chemical, or 

thermochemical - described as a path or conversion route from the raw 

material to the product, through platforms and processes.

It is important to remember, however, that the purpose of biorefineries is 

integration for maximum use of biomass, energy, and processes. Therefore, some 

processes are suitable for more than one platform, and some platforms can be 

interconnected as well. Figure 3 presents an example of the application of the 

Cherubini’s method to the most promising individual biorefinery systems in toward the 

2020s. It can be seen that even with a well-established method, the classification of a 

biorefinery can be complicated.
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Legend
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Figure 3 - Network where the most promising individual biorefinery systems toward the 2020s are combined using the methodology proposed by Cherubini et 
al (2015).

Source: Adapted from Cherubini et al. (2009).
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In this work, it was only considered the classification in terms of generation of 

the plant, which is determined by the raw materials used as explained above and as 

can be seen in more details in Table 1.

Table 1 -  Classification of biorefineries in generations by raw material and solvents used in the plant.
Generation Raw Materials

1st Harvest from forest or agricultural fields, containing sugars, starches or oils
2nd Residual raw materials from agriculture or agroforestry activities, containing

cellulose and hemicellulose woody or fibrous
3rd Microalgae and photosynthetic microbes that produce lipids or hydrocarbons,

optimized by the emerging field of synthetic biology
4th Waste human or industrial post-consumption; new green solvents

Source: Cherubini et al. (2009); Branco (2014).

2.3 PERSPECTIVES AND FUTURE CHALLENGES

This century has faced crises in various sectors of society due to the incessant 

rise (approximately 7% per year) of energy and chemistry compounds demands, 

motivated by the rapid increase of the world's population, and the search for better 

living standards. As a result, in addition to the gradual depletion of resources, the 

planet is dealing with multiple environmental problems as the deterioration of its natural 

biomes, severe rates of harmful gas emissions, and the greenhouse effect. Therefore, 

there is a growing need to change the world economic model, dependent at the 

moment on unsustainable fossil fuels, to a cyclical economy model, based on the use 

of renewable resources and technologies (MAITY, 2015).

The oil crisis in the 1970s coupled with the importance of the transport sector, 

which in 2019 accounted for approximately 28% of world energy consumption (2.95 

1016 kJ), meant that the first efforts for this sustainable movement focused on biofuels 

research and development (IEA, 2020). Thus, in 2009, according to the International 

Energy Agency (IEA), biomass (biofuels and waste together) already contributed alone 

more than 50% of the world's renewable energy, achieving 10.2% of total contribution 

(Figure 4) (IEA, 2011).

In this regard, many countries have established government guidelines to 

achieve global goals for sustainable production. The US Department of Energy (DOE), 

for example, set as target replace 30% of the oil transport fuel with biofuels by 2025,
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which would mean that more than 50% of the necessary liquid fuel would be covered 

by bio-based products.

Figure 4 - Global energy scenario in the year 2009. *Other includes geothermal, solar, wind, heat, etc.
Source: International Energy Agency (2011).

In Europe, the current regulations regarding the substitution of non-renewable 

resources with biomass in the area of transport, are given by the directive 2003/30/EC, 

adopted in 2003. This document aims to replace 2% of all petrol and diesel used as 

fuels for transportation by biomass until December 2005 and 5.75% until December 

2010, receiving an investment of 9 billion euros (LOVINS et al., 2008). Parikka (2004) 

has reported that these goals are certainly achievable, given that the current 

sustainable global biomass energy potential is 1020 joules per year, of which only 40% 

is currently used. Although the economy of energy can be based on several alternative 

raw materials, the economy of substances is not as diverse, depending fundamentally 

on the biomass of plants. Thus, the development of this sector and, more recently, of 

the concept of bio-economics have made other products and processes gain space 

(MAITY, 2015).

For all these reasons, the global biorefinery market, including energy and 

non-energy products and processes, has received increasing credit. In 2014, for 

example, this sector received $432.4 billion in investment, according to the 

Prescient & Strategic Intelligence Company. The BCC Research Group, in turn, 

pointed out that this growth will go from $466.6 billion in 2016 to $714.6 billion by 2021, 

with a compound annual growth rate (CAGR) of 8.9% for the period (BCC, 2016). More



27

recently, the Technavio Group presented an even more impressive CAGR expectation 

of almost 12% during the 2018-2022 period. In this last analysis, it was also shown that 

the biotechnology segment, with a value of $224.8 billion in 2014, should reach $447.3 

billion by 2020 since in 2017 it already held 52% of the sector (BUSINESS WIRE, 

2018).

Despite these achievements and the great potential of biorefining systems, 

there are still challenges to be overcome. Some applications, for example, are ready 

now, but their impact is limited by current technologies and raw materials. The future 

challenges are therefore directly related to commercial and policy support for the 

growth of this industry and, equally important, research and development, aiming to 

solve the following problems pointed by Maity (2015):

i. Feedstock diversity: physical properties, chemical compositions, and costs 

of raw materials used in these systems vary considerably, making it difficult to 

develop replicable biomass;

ii. Seasonal variation: biomass is in general perennials plants, which makes 

operations with certain raw material intermittent, hindering the continuous 

processes desired in the industry;

iii. Land usage: huge quantities of biomass are required to fulfill the long-term 

goal of complete replacement of petroleum-derived products. Obtaining this 

amount, however, should not invade agricultural lands, as it may have an 

adverse impact on food supply;

iv. Consistent R&D investments: many significant contributions in 

developing feedstock and technologies remain in the early stages of 

development.

This work focused on contributing to problem i., when trying to select a 

standard thermodynamic model that best represents the phase behavior of this very 

diverse range of feedstock in an effective way.
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3 THERMODYNAMICS BACKGROUND

The basic concepts of thermodynamics can be found in a multitude of 

textbooks. This chapter, however, aims to build the evolution of thermodynamic 

modeling to the present day, including more recent in the analysis. In addition, an effort 

was made to explain the origins of each expression, its limitations and differences in 

more detail than usual. Finally, the schemes for presenting this timeline, the main areas 

of application, and the current problems of each equation can still be used as a short 

didactic guide on thermodynamic modeling.

3.1 PHASE EQUILIBRIA

The general characteristics of thermodynamic equilibrium can be stated, as 

defined by Sandler et al. (2006) by the following four criteria:

i. The state properties do not vary with time;

ii. The system is uniform or is formed by uniform subsystems, that is, there are

no internal temperature, pressure, velocity, or concentration gradients;

iii. All net fluxes of mass, heat, and work between the system and its

surroundings are zero;

iv. The net rate of all chemical reactions is zero.

This state can be expressed mathematically starting with the equation known 

as the fundamental law of thermodynamics, which combines the first and second laws 

of thermodynamics, referring to the conservation of energy and the direction of 

processes, respectively. For reversible open systems, in which interactions between 

the system and its surroundings occur only in the form of heat and flow work, this 

relation can be written as Eq.1 (KORETSKY, 2012):

(1 )

Where T and P are the temperature and pressure, respectively, and ^  is the 

chemical potential of component “i ” , while dU, dS, dV, and dnt refer, in this order, to
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the small changes in energy, entropy, volume, and mass of the system resulting from 

its interactions with the surroundings. It is important to note that this simplified 

expression excluded surface and tensile effects, acceleration, change of position in the 

gravitational or electromagnetic field, chemical, and nuclear reactions.

Now, according to the definition of entropy given by the second law of 

thermodynamics, it is also known that any isolated system that is not in equilibrium will 

tend to increase its entropy to reach it, being S maximum at this point (SANDLER et 

al., 2006). Thus, it makes sense to reorganize Eq.1 in terms of explicit entropy:

To be a maximum point, the derivative presented in Eq.2 must be null. 

Therefore, the following set of equations for i components and n phases characterize 

the basic criteria for thermodynamic phase equilibrium in an isolated system:

Eq.1 is considered the fundamental law of thermodynamics due to its 

symmetry, in which each differential is related to an extensive quantity and each 

coefficient to an intensive quantity. However, other extensive thermodynamic 

potentials can be obtained using the namely Legendre transformations. This 

mathematical tool allows changing the independent variables to those that are more 

practical, maintaining the properties of a fundamental equation. The other three 

fundamental equations as thermodynamic potentials named enthalpy (H), Helmholtz 

free energy (A), and Gibbs free energy (G) are presented below (PRAUSNITZ, 1999):

(2 )

T(1) = T(2) = — = T(n) Thermal Equilibrium

p ( 1 ) = p(2) = — = P(n) Mechanical Equilibrium

Pi(T) = Pi(2) = — = Pi(n) Chemical Equilibrium

(3)

(4)

(5)
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Observing these equations, it is possible to define then the chemical potential 

(pi ) as the derivative of an extensive property in relation to the component under 

consideration (i), keep all other variables constant (SISCO, 2018).

By this definition, however, it is not possible to calculate an absolute value for 

the chemical potential, since its relation with the other variables is given by differential 

equations. Besides that, the concept of ^  is still quite abstract, so it is desirable to 

express it in terms of measurable quantities. G. N. Lewis, in 1901, was the first to 

propose a solution to these problems. In order to establish the relation between 

chemical potential and factors that can be determined experimentally, he started from 

the definition of pi for a pure, ideal gas, which has T and P as independent variables.

Considering an isothermal process, the first term in the right hand side of Eq.7 

is canceled. Then, applying the ideal gas equation for the volume (V), he calculated 

the variation of the chemical potential starting from a standard state of reference to the 

state of interest (PRAUSNITZ, 1999).

In these equations, R is the universal gas constant, and and P0 are, 

respectively, the chemical potential and the pressure of the component in a standard 

reference state chosen arbitrarily but at the same temperature of the interest system.

Subsequently, Lewis generalized this principle to any solid, liquid, or gaseous 

system, pure or mixed, ideal or not by defining an auxiliary function, called fugacity

(6)

dpi — —SdT + VdP (7)

(8)

(9)
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(PRAUSNITZ, 1999). For a multicomponent system, the contribution of component i 

to the chemical potential of the solution is given by Eq. 10:

Comparing Eq.9 and 10 it is possible to note that for a pure, ideal gas, the 

fugacity is equal to the pressure. For a component in a mixture of ideal gases, it is then 

reasonable to assume that fugacity is equal to the partial pressure (pt) of the 

component. Because all systems approach ideal-gas behavior at very low pressures, 

the definition of fugacity is completed by the following limit (KORETSKY, 2012):

Lewis also defined the fugacities ratio in Eq.10 as the activity (at), an indicator 

of how "active” a substance is, measured by the difference between the component’s 

fugacity at the state of interest and that in the considered standard state (Eq.12). If this 

reference state is an ideal gas, this relation becomes the ratio express in the limit 

definition in Eq.11, which is defined, in turn, as the fugacity coefficient (<pt) (Eq.13). On 

the other hand, if the standard state used is an ideal solution, the new ratio expression 

is defined as the activity coefficient ( y ) (Eq.14) (PRAUSNITZ, 1999).

(10 )

(1 1 )

(1 2 )

(13)

(14)

I

More important yet, is the fact that Eq.10 allows a new formulation of the 

chemical equilibrium in terms of the fugacity (KORETSKY, 2012):
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f l {1) = f t(2) =  ••• = f l (n) Chemical Equilibrium

This relationship is of great value, as it replaces the equilibrium condition in 

terms of chemical potential for a more useful function, dependent on controllable 

variables, without loss of generality. Great efforts have been made in recent decades 

to correlates fugacity with measurable variables in a broad and efficient way. In the 

next section, the development of these correlations was more detailed.

3.2 THERMODYNAMICS MODELING

3.2.1 Classical Thermodynamics

3.2.1.1 Equations of State (EoS)

For cases in which the reference state in Eq.10 is chosen as the ideal gas, the 

so called residual function (MR) is obtained. This important thermodynamic concept is 

defined as the difference between the property in the real state, that is, in the state of 

interest, and the property that an ideal gas would have under these same temperature 

and pressure conditions (KORETSKY, 2012).

The residual Helmholtz free energy, for example, can be obtained by 

integrating the Eq.4:

Since the states, by definition, are at the same temperature and composition, 

the first and the third terms on the right hand side of Eq.4 are canceled and the 

integration is performed only in terms of volume. For this, it is necessary, first, to 

determine the limits of integration. For the state of interest, this value is given as the 

interest volume itself, while for ideal gas representation, in which there are no 

molecular interactions, the volume is defined as infinite (PRAUSNITZ, 1999):

M r = M(T, P) -  M ideal gas(T, P) (15)

(4)
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JfA rV
dA — I

Aide algas Jr,

(16)
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jAideal gas Jqq
  r

The left hand side of Eq.16 results exactly in the definition presented above for 

residual functions. Derive then this expression in relation to the number of moles of the 

component of interest ( ):

'£A ! )  9 (■£ - pdV)

' dn‘ ) T,V,„l, l 9n>

(17)

It is possible to observe the definition of chemical potential (Eq.6) on the left 

hand side of Eq.17, which can then be related to fugacity by Eq.10. The right hand 

side, on the other hand, can be developed using the ideal gas equation. The final 

expression obtained is presented below:

ideal gas _  r, j ' i r, Jj_ — nTlri/n — fPi — p  — Ri in — — Ri tncpi — I
Pi JV

f9 P \
\9niJT.V.n

KT
~V

j * I
dV — KTinZ

(18)

Where Z is the compressibility factor.

For the Gibbs free energy, a similar method can be made. In this case, 

however, the integration limits are defined in terms of pressure, which for an ideal gas 

behavior must be low or, in a limit, zero. Eq.19 presented the final expression obtained 

for this case (PRAUSNITZ, 1999):

P i—Pi
ideal gas — R n n ^  — R n n f r — j  ( ( 9n )

pi \  i T}p}nm

RT ,
— T )dp

(19)

Equations 18 and 19 enable to compute thermodynamic properties for any 

substance relative to the ideal gas state, under the same conditions. To evaluate the 

integrals, however, the volumetric information of the component requires a function 

valid in all integration region (PRAUSNITZ, 1999).
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P = F (V ,T ,n t) (20)

V = F(P,T,nt) (21)

These F functions are called Equation of States (EoS), once it allows 

calculating a property from another two that define a state. In this scenario, for phase 

equilibrium problems, the pressure explicit equation is more useful, since it provides 

the volume of each phase under study, while the volume explicit expression has only 

one result. For this reason, most EoSs are founded in the first form (VAN NESS, 2007).

The first equation of this class was proposed by Johannes van der Waals 

(vdW), in 1873. In order to describe in a single model both the dispersed and the 

condensed phase, vdW revised the ideal gas proposal in order to include the 

contributions of size and molecular interaction of the system (VAN NESS, 2007).

In considering the size of molecules, van der Waals invalidated the ideal 

hypothesis that they do not occupy space, making the total volume of the ideal equation 

is no longer accessible. It was, therefore, necessary to replace this term with the new 

concept of available volume, given by the difference between the total system molar 

volume (v) and the volume occupied by the molecules, or excluded volume (b).

The second ideal hypothesis of non-interaction, in turn, was nullified when vdW 

included in its formulation the forces of attraction given by dipole-dipole, induction, and 

dispersion (London) interactions, which are now generically known as van der Waals’ 

forces. Experimentally, it is known that these forces have a dependence on distance 

in the order of r -6, which redefined for the volume parameter, results in a term 

proportional to v -2. It is important to note that these interaction forces have an inversely 

proportional relation with the pressure of the system, as they hinder the collision of 

molecules on the walls of the recipient (KORETSKY, 2012).

The final expression obtained by van der Waals is presented in Eq.22 and, an 

equivalent form, in Eq.23:

p = RT a (22 )
v — b v 2

Pv3 — (RT + Pb)v2 + av — ab = 0 (23)
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Eq.23 is also known as the cubic Equation of State since for a given pair of P 

and T, there are three roots for the volume (KORETSKY, 2012):

i. For temperatures beyond critical, there is only one real root, while the other 

two are imaginary complex conjugates;

ii. At the critical point, the three roots are real and equal;

iii. In the case of sub-critical temperatures, the smallest and the largest roots 

are taken as the specific volume of the liquid and the vapor phase in 

equilibrium, respectively. The intermediate root is physically meaningless.

The behavior of a generalized cubic function can be seen in Figure 5, where 

the red lines represent the isotherms and the yellow area gave the vapor-liquid 

equilibrium region.

V
Figure 5 -  Representation of the behavior of a generalized Cubic Equation of State function.

Source: Rowley (2020).

In turn, the coefficients a and b are positive constants obtained through 

calculations of statistical mechanics, theoretically related to attraction and repulsion 

forces, respectively. This determination, however, is performed in practice by adjusting 

experimental data, or still by the relation of these parameters with the critical properties 

of the component. This last option is possible due to the inflection point present in the 

critical isotherm as shown in Figure 5, which is defined mathematically as expressed 

in the following equation (Eq.24) (KORETSKY, 2012):
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dP\ ( d 2P \  (24)( dP\  _  ( d2P \  _
\ d v ) Tc \ d v 2) T'  °

After manipulation, the result is:

27(RTC) 2 (25)
a

64Pc

b = RTC (26)
8Pc

Where, the index “ c” means critical property.

For mixtures, these parameters need a mixing rule to total the contributions of 

the pure components. Nowadays, there are robust rules, as proposed by Huron and 

Vidal (1979), in which the parameter a above is rewritten to be a function of a modified 

NRTL expression at infinite pressure, obtaining good results even in systems with 

strong polar compounds such as water (GMEHLING et al., 2015). Despite this, the van 

der Waals quadratic mixing rule with two independent parameters (vdW2) below is the 

most used mainly due to its simplicity (SISCO, 2018):

B — ^ n i b i (28)

In these expressions, kiJ- is a binary interaction parameter between the 

components i and j  obtained by adjusting experimental data of the mixture under 

study.

Subsequent EoSs added some experimental modifications to van der Waals’ 

initial idea. The first of these equations to be successful was the Redlich-Kwong (RK) 

Equation of State, proposed by Otto Redlich and Joseph Neng Shun Kwong, in 1949. 

Its main contribution was the reformulation of the attraction contribution term, including 

an empirical correction for the temperature influence (REDLICH; KWONG, 1949).
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p _ RT a (29)
v — b *JT.v.(v + b)

Soave (1972) optimized this temperature dependence reformulating the a 

parameter as:

ai(T) = aic.ai(T) (30)

Where aic is the vdW parameter given by the critical properties of the 

component “i ” and at(T) is a dimensionless factor that becomes unitary when the 

reduced temperature (TR. = T/Tc.) is also one. A set of values for at can be fitted from 

the experimental vapor pressure data of the component and then the linearization of 

the a °-5 found and TR.0S relation is performed. Forcing these lines of different 

components to pass through the point TR. = 0.7, when at depends only on the assumed 

acentric factor (w), the following function is obtained (SOAVE, 1972):

at = [ l  +  (0.48 + 1.574ui -  0.176af)(1 -  JT^)] (31)

Soave-Redlich-Kwong (SRK) Equation of State is presented in Eq.32:

p _ RT a(T) (32)
v — b v(v + b)

In 1976, Ding-Yu Peng and Donald Robinson, in turn, proposed an

improvement in SRK expression. For that, they indicated a new relation for the molar 

volume and the size of the molecules (b), aiming to consider the magnitude of this last 

factor at very high pressures (PENG; ROBINSON, 1976).

_  RT a(T ,a)  (33)
v — b v(v + b) + b(v — b)

Furthermore, a new a function was developed (Eq.34) considering the vapor 

pressure data in the range from the normal boiling point to the critical point of each
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substance, instead of just the vapor pressure calculated at TR. = 0.7 based on the value 

of acentric factor proposed by Soave (PENG; ROBINSON, 1976).

a = [ l  + (0.37464 + 1.54226m -  0.26992m2)(1 -  J T r)]2 (34)

There are also Equations of States with a strong theoretical base in mechanical 

statistical, such as the Virial, Beattie-Bridgeman and Benedict-Webb-Rubin Equations 

of States. The coefficients of these expressions depend only on the temperature and 

composition of the mixture, and are directly related to intermolecular interactions. 

However, due to their relative simplicity, cubic Equations of State are the most used in 

engineering applications.

3.2.1.2 Ge Models

Although Equations of State are defined generically and can be applied to any 

phase, in general, their results to condensed phase are doubtful. This is mainly due to 

the following restrictions:

i. With ideal gas as the reference state, condensed phase require volumetric 

data and an efficient function over the entire density range from the ideal-gas 

(zero density) to the density of interest, including the two-phase region, which 

generally are not easily available (PRAUSNITZ, 1999);

ii. Most of these equations consider only physical forces (vdW forces), while 

in condensed state chemical forces (covalent bonds, hydrogen bonds, 

solvation, and association) have a considerable role in molecular interactions.

To solve the first problem, therefore, a more practical way for calculation of 

fugacities in condensed phase is needed. In this context, an alternative method, named 

excess Gibbs free energy (GE) models, were developed using the ideal solution as 

reference state, which is related to the activity coefficient by Eq.14:

_  1 (14)
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An ideal solution is defined as one in which, at constant temperature and 

pressure, the molecular potentials are the same for all components in the mixture. In 

other words, where all components interact with themselves and others with the same 

intensity. Besides that, the fugacity of each component of the mixture presents a linear 

dependency on its molar fraction (x i ) (KORETSKY, 2012; PRAUSNITZ, 1999).

This linearization is achieved in two limit situations, which generates two 

possibilities of standard state. The first one occurs when the molar fraction of the 

component tends to unity. In this case, as a molecule interacts almost exclusively with 

molecules of the same type, interactions can be considered equal and the solution, 

ideal. In this scenario, the Lewis/Randall rule (Eq.35) is defined, and the ideal fugacity 

is replaced by the fugacity of the pure component itself ( f i ) (KORETSKY, 2012).

On the other hand, when the molar fraction of the component tends to zero, 

the molecule interacts mainly with molecules of a different type. Despite the different 

components, the molecular interactions obtained are equal, making the solution, once 

again, ideal. In this case, Henry's law (Eq.36) is valid and the ideal fugacity of the 

component can be replaced by the Henry’s constant (H t), determined experimentally 

(KORETSKY, 2012; PRAUSNITZ, 1999).

Once the standard state for the condensed phase has been defined, it is 

possible to realize a procedure similar to that performed for the Equations of State, 

where Eq.10 and Eq.6 are related.

It is noted, however, that the change of reference state means that another 

thermodynamic concept needs to be defined in place of residual functions. This new 

concept is called excess function (ME), defined as the difference between a 

thermodynamic property real value and that which the same property has as an ideal 

solution state, at the same temperature, pressure, and composition (KORETSKY, 

2012; PRAUSNITZ, 1999).

(35)

ideal (36)= xiH i
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ideal solution(T,P,nt) (37)

Applying these concepts, Eq.6 and Eq.10 are related by Eq. 38:

Pi -  Piideal solution

i

(38)

In general, the Lewis-Randall state is adopted as reference. In this sense, all 

development carried out from here will have this starting point.

It is important to highlight that when the reference state is an ideal gas, a 

constant temperature is fixed for the integration of Eq.10, which allows the use of free 

energy in terms of Gibbs and Helmholtz. However, when the standard state is an ideal 

solution, the temperature, but also the pressure is fixed. As a result, the excess Gibbs 

free energy is the only possible function for the developments to follow.

At this point, it is noted the need for some GE function valid for the entire 

composition range of interest, so that Eq.38 can be evaluated. This function can be 

represented in the form shown in Eq.39, which has the same meaning for GE models 

as Eq.20 and Eq.21 have for EoS.

Margules, in 1890, was the first to propose an equation to express analytically 

the function F above. His work has no theoretical base, and aimed to represent the 

compounds merely by adjusting a polynomial expansion that satisfies the following 

criteria for binary systems (CHEN; MATHIAS, 2002; PRAUSNITZ, 1999):

i. When the solution has only the pure component (x1 or x2 =  1), it becomes 

an ideal solution and, consequently, the excess Gibbs free energy must be 

null; (PRAUSNITZ, 1999);

ii. The activity coefficients of the two components are correlated by Gibbs- 

Duhem equation.

Ge = F(n{) (39)
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The most simple equation that fulfills these principles is the called one- 

parameters Margules or two-suffix Margules equation (Eq.40):

Where A is an empirical constant given as a function of pressure and, more 

significantly, the temperature of the system. There are other Margules equations with 

more parameters of polynomial expansion. It is expected that the more terms are 

added to the expression, the better the performance of the model, however, even for 

larger order, this equation only obtain approximate values for systems where the 

components are similar in size, shape, and chemical nature. In addition, the expansion 

to multicomponent systems requires further assumptions or interaction parameters of 

higher order than the binaries normally used, which are often difficult to obtain 

experimentally (PRAUSNITZ, 1999).

The first attempt at a model for ideal solutions developed on a theoretical base 

was made in 1910, by Van Laar, one of the students and, later, coworker of van der 

Waals. For this purpose, he assumed that, for mixtures of liquids at constant 

temperature and pressure, there are no excess volume or excess entropy (regular 

solution) and, therefore, the vdW Equation of State can be used to represent the 

volumetric properties of the mixture (SANDLER et al., 2006; PRAUSNITZ, 1999). The 

Van Laar equation for binary systems is presented in Eq.41:

Where A and B are coefficients that depend on temperature and pure 

components properties. When these terms are the same Eq.41 returns to the Margules 

equation (Eq.40).

The use of the premises and, mainly, of the van der Waals mixing rules, 

however, makes the activity coefficients obtained by this method always lower than 

one, which restricts its predict capacity only positive deviations from ideality. For this 

reason, despite the theoretical development, the Van Laar model, when applied, has 

its constants determined experimentally (KORETSKY, 2012; PRAUSNITZ, 1999).

Ge = Ax±x2 (40)

(41)
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In this sense, the first thermodynamic model for condensed phases with a 

theoretical basis actually applied was proposed, independently, by Flory (1941) and 

Huggins (1942). Aiming to describe mixtures of very different size molecules, including 

solutions of polymers, Flory and Huggins dismissed Van Laar’s earlier consideration 

of regular solutions. Thus, to focus on this entropy of the mixture, they first assume 

athermal solutions (AH — 0), which is a good approximation for mixtures of 

components that are similar in their chemical characteristics, even if their sizes are 

different (PRAUSNITZ, 1999; SANDLER et al., 2006).

To do so, they applied the quasi-crystalline lattice model, which assumes that 

molecules of condensed phases tend to remain in a small region, in a more or less 

fixed position in space, forming a regular array, called lattice (Figure 6).

Figure 6 -  Representation of the hypothetical arrangement proposed by the lattice model in which each 
molecule has a fixed position in space resulting in a well-defined array.

Source: HQS Quantum Simulations (2020).

Based on statistical arguments and well-defined assumptions an equation for 

entropy, named combinatorial contribution, was obtained (Eq.42) as a function only of 

the composition and structural parameters of pure components (PRAUSNITZ, 1999; 

SANDLER et al., 2006).

Where (pt is the volume fraction of component “ i ” .

Then, to extend this result to real, non-athermal solutions, a semi-empirical 

term, called residual contribution, was added to Eq.42. This term includes deviations
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due to intermolecular forces and free volumes of the components (Eq.43) 

(PRAUSNITZ, 1999; SANDLER et al., 2006).

HE = RTX (x i + ^ 2 X2)<Pi<p2X  + x2 (43)

The symbol x  represents a dimensionless parameter named Flory-Huggins 

interaction parameter, which is determined by the energies that characterize the 

interactions between pairs of components (PRAUSNITZ, 1999).

As Gibbs free energy is defined as the difference between enthalpy and 

entropy multiplied by the temperature, the Flory-Huggins equation in terms of GE is 

given by Eq.44:

Ge = RT ( x ^ n ^  + X2ln <-^ 2)  + x (x i_ +  V~^x2) $ ! $ 2 (44)

Wilson (1964), in turn, tried to improve the Flory-Huggins model using 

concepts of the local composition theory. This reasoning has the main assumption that, 

given a central molecule in the lattice of Figure 6 , its neighborhood depends on the 

differences in size and interaction energies of this central molecule with other species. 

Thus, around each molecule, there is a local composition different from that in bulk. 

The local composition expression proposed by Wilson is presented in Eq.45:

X X R T
m  (45)

(  RT )

x ie (  RRT)

Continuously, Wilson used the expression for athermal mixtures (Eq.42) 

replacing the overall volume fraction with his proposal of local fraction (WILSON, 

1964). Wilson’s final GE equation is presented in Eq.46:

m / m \ (46)

™  1Ge = - R T ^ x tln l  ^ X i A n
i=l \ j= l

x ii
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Where AiJ- satisfies the following definitions: Aii — 0 and AiJ- ^  Aji .

This parameter is related to pure component molar volumes and to 

characteristic energy, given by the difference between interactions of same type and 

non-similar molecules. Wilson’s equation has the advantage that any number of 

components can be fitted with only binaries parameters. However, despite being 

applicable to a wide variety of systems, this model is unable to describe partial 

miscibility, not predicting liquid-liquid equilibrium when A^  is close to unity (WILSON, 

1964).

Renon and Prausnitz (1968) solved this problem in their proposal named Non­

Random Two-Liquid (NRTL) model. For this, they rewrote Wilson’s suggestion for local 

composition (Eq.45), multiplying it by a constant in accordance with statistical- 

mechanical Guggenheim’s quasi-chemical lattice theory (1952).

Besides that, they obtained an expression for GE using Scott’s two-liquid theory 

of binary mixtures (1956), in place of Flory Huggins previously used (RENON; 

PRAUSNITZ 1968). The final NRTL equation is shown below:

NRTL is a three parameters model. Two of them are included in the term Tji 

and measure energy interactions, in a similar way to Aij of Wilson’s model. The other 

parameter is the multiplication constant added to Eq.47 ( atj), included in the term Gj i , 

which provides a measure of the non-randomness of the mixture. Although can be 

adjusted experimentally, a large number of binary systems indicate that its value is in 

the range of variation [0.2; 0.47], being a typical choice 0.3. It is also noted that, when 

aij  is zero, the mixture is assumed completely random and the Eq.48 reduces to the 

two-suffix Margules equation (PRAUSNITZ, 1968).

(47)
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Nevertheless, aiming to overcome the restriction for completely miscible 

mixtures, maintaining the advantage of only two adjustment parameters of Wilson’s 

model, Abrams and Prausnitz (1975) derived the universal quasi-chemical theory 

(UNIQUAC) model. This equation extends the already mentioned Guggenheim theory 

for nonrandom mixtures to solutions containing molecules of different sizes and 

shapes. This was achieved by replacing the Guggenheim’s boundary of equi-sized 

spherical molecules with the combinatorial factor proposed by Staverman (1950) for 

mixtures of molecules with arbitrary size and shape. As a result, the GE equation 

obtained has a combinatorial and a residual contribution, in a similar way to the Flory- 

Huggins expression (Eq.44):

Where is the volume and dt is the area fraction, related to the molecules’ 

external surface area. The parameter z is the coordinator number defined by Abrams 

as 1 0 .

The parameter tj t, in turn, gives the intermolecular forces and depends on two 

adjustable binary parameters.

The UNIQUAC equation is not just a generalization of Guggenheim’s model, 

but also of all commonly used expressions for the excess Gibbs free energy, can be 

reduced to any of them by some simplifications. The main advantage of UNIQUAC 

equation is that, with only two adjustable parameters per binary, it gives a good 

representation of both vapor-liquid and liquid-liquid equilibria for a variety of 

nonelectrolyte liquid mixtures (PRAUSNITZ 1968).

All excess Gibbs free energy functions presented in this section and its related 

expressions, including parameters and activity coefficient final equations were listed in 

Appendix 1.

(49)

(50)
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3.2.1.3 Group Contribution

The last method comprised within classical thermodynamics refers to the 

group contribution models. This proposal emerged as a relatively simple predictive tool 

for mixtures where only fragmentary data or no data at all are available. Therefore, it 

is assumed that the mixture consists not of molecules but of functional groups, which 

behave completely independent of the molecule in which they appear (Figure 7). As a 

result, it is then possible to calculate the solution properties by properly weighted sums 

of individual contributions from each structural group interactions. The fundamental 

advantage of this procedure is that the number of possible distinct functional groups is 

much smaller than the number of distinct molecules.

Figure 7 -  Representation of the division of a molecule into its base structural groups, which are then 
counted individually by the Group Contribution methods.

Source: Gmehling et al. (2015).

It was during the 50s and 60s in an experimental program carried out by G. M. 

Sletmoe (Shell Development Co.), with the objective of using mixtures of solvents and 

resins efficiently, that Deal and Derr (1969) published the final version of the first group 

contribution model, named Analytical Solution of Groups (ASOG). This theory is in 

many ways similar to that of the UNIQUAC model, where it has a configurational part, 

which provides the contribution due to differences in molecular size, and a residual 

part that provides the contribution due to molecular interactions (Eq.51). This 

distinction is necessary since the sized effects cannot be associated with group 

interactions (GMEHLING et al., 2015 ; WILSON; DEAL 1962).

Molecules

Ethanol n-pentane

Structural groups
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Inn  = (.Inyù combinatorial + ( In n ) 'residual (51)

The first part is then estimated by using the athermal Flory-Huggins equation. 

The residual part, in turn, is obtained by the Wilson proposal, given by the difference 

between the sum of individual contributions of each group (rk) and the sum of the 

individual contributions in the conventional standard state (r( l^), normally defined as 

the "pure group” (Eq.52).

composition function given, in practice, by a graphical relation derived from an 

appropriate set of experimental data (WILSON; DEAL, 1962).

ASOG model had been largely superseded by Fredenslund and Prausnitiz, 

(1975) proposal, that combining the groups’ concept with the UNIQUAC equation, 

arriving at the UNIQUAC Functional Group Activity Coefficients (UNIFAC) model. This 

method has the advantage that the UNIQUAC model contains per se a combinatorial 

part (Eq.49), which can be used directly being the pure component properties r t and 

qt are now calculated as the sum of the group volume (rt) and area (qt) parameters:

Where VWk and AWk are van der Waals group volume and surface areas, given 

by Bondi (1968). The normalization factors are those given by Abrams and Prausnitz 

(1975). Besides that, the individual contributions of each group (rk) in the residual part 

of the activity coefficient, is calculated by the solution-of-groups concept:

( In n )residual _ ' ^ v ^ g n r t  -  r f ) (52)

Where v is the number of functional groups k in component i, and rk is a

(53)

(54)
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A
lnYk = Awk

2.5 • lO 9
^mJmk

—nm

(55)

Eq.55 also holds for Y ^.  The parameters 0m and r mk are the already defined 

parameters for the UNIQUAC model related to the area fraction of group m, and an 

empirical measure of the energy of interaction between groups m and n, respectively 

(FREDENSLUND; PRAUSNITIZ, 1975).

In spite of the reliable results for VLE, UNIFAC shows a few weaknesses. For 

example, unsatisfactory results are obtained for activity coefficients at infinite dilution, 

and only poor agreement is obtained for excess enthalpies, which lead to a wrong 

description of the activity coefficients as a function of temperature. Furthermore, poor 

results for asymmetric systems were obtained, mainly caused by the inadequate 

combinatorial part used (GMEHLING et al., 2015).

To improve its results, modified UNIFAC models were developed, mainly using 

a different combinatorial part and adding temperature dependent group interaction 

parameters. The most important of these modifications were made by Weidlich and 

Gmehling (1999), at the University of Dortmund (UNIFAC-Dortmund), in which the 

group interaction parameters are fitted not only to VLE, but also to other reliable phase 

equilibrium and excess properties data in a wide temperature range.

Because of the importance of a reliable predictive method with a large range 

of applicability for process development, the continuous extension and revision of the 

group interaction parameter matrix is carried out within a company consortium 

supported by approximately 50 companies (GMEHLING et al., 2015).

m

3.2.2 Statistical Thermodynamics

3.2.2.1 Molecular EoS

The Statistical Associating Fluid Theory (SAFT) is based on the first-order 

perturbation theory developed by Wertheim, in 1984. This principle is presented as one 

of the tools of statistical mechanics to quantify interactions present in association fluids, 

thus allowing accounting how behaviors at the microscopic level alter the average 

properties of the fluid at the macro level (CHAPMAN et al., 1989; WERTHEIM, 1983,
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1984). For this, Wertheim proposed the incorporation of steric and interaction effects 

for simple and multipolar fluids with highly directional forces, by expanding Helmholtz 

free energy in a series of molecular distribution functions and association potentials. 

As a result, a reasonably simple relation was obtained between the residual Helmholtz 

free energy and a function that characterizes the association force (WERTHEIM, 1983, 

1984).

In this context, the SAFT equation of state was developed by Chapman et al. 

(1989) as the sum of three terms of this residual Helmholtz free energy expansion, 

which represent contributions of different intermolecular forces. To this end, they 

considered a reference term given by the interactions between hard spheres fluid 

segments and added to it two perturbations related to the formation of chains by 

covalent bonds, and to associative forces such as hydrogen bonds (Figure 8).

Figure 8 -  The three terms included by Chapman et al. (1989) in the development of the original SAFT 
equation.

Source: Crespo; Coutinho (2019).

Mathematically, these terms can be represented as in Eq.56:

Ar(T, V, n)
rt

= aseQ _|_ qchain _|_ ^assoc (56)

The first term (aseg) in this expression is calculated using the interactive 

potential equation of hard spheres proposed by Carnahan and Starling (1969):

aseg 4r — 3 r2 (57)

r t ( i  — r )2
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Where p is the reduced density defined for mixtures as:

(58)

In Eq.58, mt is the number of spherical segments in component “i ” and the 

sum £ iXimt is the ratio of the segment number to the molecule number in the fluid. 

Besides that, NAV is the Avogadro constant, p is the molar density, and d is the segment 

diameter.

The second term (achain) in Eq.56 is given by the following equation:

Where g a is the pair correlation function for the interaction between two of 

these spheres, evaluated in the contact radius of hard spheres (da) hs.

The third term (aassoc) in Eq.56, in turn, is responsible for the presence of 

specific site-site interactions between segments and can be calculated by Eq.60.

Where Mt is the number of association sites in the molecule “i ” and XAi is the 

molar fraction of unbound molecules “i ” at site A (Eq.61).

chain (59)

(60)

XAi =
1 (61)

1 + p £ jX } £ B.XBiAA B̂i

In Eq.61, AAiBJ is the association strength, which describes the association 

between site A on a molecule of species i and site B on a molecule of species j .  This 

term is defined as:
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AAiBJ= diJ3gij ( d ij ) Se3kAiBj exp |
/£AiBj '

~~k T .

(62)

Where eAiBJ is the association energy, k is the Boltzmann’s constant, kAiBi is 

the bounding volume, d^  is the segment diameter, and gtj  is the radial distribution 

function, which, for hard spheres, is approximately given by the following expression:

g ^ r 3 = g ij ( d ij')ns =
hs

, 1 
1 - 2 f!

( 1 - V ) 3

(63)

Most variants of SAFT retain the fundamental form presented in Eq.56, 

although some may add terms or modify the reference or the distribution function used. 

Table 2 presents all the statistical models that appeared in this review divided into two 

major groups, those derived from the original SAFT equation (SAFT Type) and those 

derived from the PC-SAFT model (PC-SAFT Type).

1

Table 2 - Statistical models present in this review and their particular considerations.
Model Consideration

SAFT Hard spheres potential for spherical segments as reference
SAFT-VR Hard spheres potential show Variable Range (VR) interaction

GC-SAFT-VR Group Contribution (GC) rules to applying SAFT-VR
SAFT-y y intermolecular potential as reference

soft-SAFT Lennard-Jones potential as reference
PC-SAFT Perturbation Chain (PC) theory by Barker-Henderson as reference
ePC-SAFT PC-SAFT with a Debye-Hückel contribution for Electrolyte

GC-PC-SAFT Group Contribution (GC) rules to parametrizing the associating parameters
PPC-SAFT Adding a Polar term to PC-SAFT
ePPC-SAFT PPC-SAFT with a Debye-Hückel contribution for Electrolyte
PCIP-SAFT Adding a Induced Polar (IP) term to PC-SAFT

GC-PPC-SAFT Adding a Polar term to GC-PC-SAFT

Source: Adapted from Chapman et al. (1989); Perdomo; Villegas (2010); Haley; Cabe (2015); Perdomo 
et al. (2014); Llovelll; Veja (2015); Gross; Sadowski (2001); Mohammad et al. (2016); Auger et al. 
(2016); Ahmed et al. (2017); Klajmon et al.(2015); Hemptinne et al. (2011,2014).

It is also highlighted other proposals that tried to reconcile the statistical theory 

with other methods previously discussed. Two of them stood out in this review: the 

CPA and GCA equations.
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The Cubic Plus Association (CPA) model was proposed by Kontogeorgis et al. 

(1996) and is based on the combination of a cubic EoS, the original proposal used 

Soave Redlich Kwong equation, as a physical term with the association term of the 

SAFT theory, presented in Eq.60. The final equation obtained is presented in Eq.64:

RT a RT y i l  1
v — b v .(v  + b) + v P 2—i IXA 2.

dXA (64)
dp

The Group Contribution with Association (GCA) model, in turn, is the first EoS 

of the SAFT family that uses a GC approach of the Wertheim model. This method was 

proposed by Gros et al. (1996) and presents three contributions to the residual 

Helmholtz energy: free volume ( afv ), attraction (aatt), and association (aassoc).

A (T,V,n) = a?v + aatt + aassoc (65)
R T

Where the free volume and attractive contributions are based on Carnahan- 

Starling and Non Random Two Liquids (NRTL) models, respectively, maintaining the 

same formulation as in the original GC-EoS proposed by Skjold-Jorgensen (1988).

a fv A1A2 ,  ̂ , (66)
- ^  = 3 - ^ ( V — 1 ) + j l ( v 2 — V — ln(V)) + n. ln(Y) V '

3 3

With Y = ( 1 —^ 3) and Ak = Y ljCnjdf.

( —}  f y N C y N G  „  _ \ 2 y N G  n  v NG ^ k T k j d k j  ( 6 7 )
a a t t  \ 2 )  ^ j  n i V i j Q j )  . ^ j  V j L k  YNNCQ i T i j

RT RTV

Last, the associating term is given by a group contribution version of the SAFT 

associating parameter, differing from Eq.60 only in the calculation of the total number 

of moles, since here this term is weighted by the number of association groups present 

in the molecule (GONZÂLEZ PRIETO et al.,2015).
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3.2.2.2 Molecular Simulations

Molecular simulations have become an important area, especially for the 

condensed phase, since the thermophysical properties can be derived in a single 

theoretical framework. These methods consider small size systems, on a typical scale 

of a few nanometers, and determine their behavior by carefully calculating the 

interactions between their components (UNGERER et al., 2007). Due to the fact that 

each molecule interacts with several surrounding ones, this description is a very 

difficult task, requiring a large set, typically at least several hundred molecules, to be 

considered a good representation of the system (ECKERT; KLAMT, 2002).

Different statistical ensembles can be used in these simulations, each of them 

characterized by the constrained variables and by its probability density (Table 3). For 

a given problem, the selection of the ensemble is made in such a way that the 

constraints correspond to variables that are controlled in the experimental set-up. The 

variables that are not constrained are fluctuating, and their statistical averages provide 

predictions that may be compared with experimental results. The ensemble which is 

the most widely used for phase equilibrium calculations is the Gibbs ensemble, in 

which two phases are introduced without an explicit interface, imposing the global 

volume of the two phases, or the pressure, the temperature, and the total number of 

molecules as constrained (PANAGIOTOPOULOS, 1992; UNGERER et al., 2007).

Table 3 -  Statistical ensembles and their main applications.
Statistical ensemble Imposed variables Variable optimized Applications

Canonical ensemble N, V,T A Phase properties
Microcanonical ensemble N, V,E S Phase properties

Grand canonical ensemble H, V, T n Adsorption isotherms
Isothermal-isobaric ensemble N,P,T G Phase properties

Gibbs ensemble
N, V, T 
N, P, T

G Phase equilibrium

Source: Adapted from Urgerer et al. (2007); Chapman (2020).

There are two methods most widely used to simulate these statistical 

ensembles, both of which use force fields to describe the intra and intermolecular 

interactions. The first is molecular dynamics (MD), which consists of integrating 

Newton's equations of motion over time for all particles, and the second is Monte Carlo
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(MC) simulation, in which a statistical method is used to generate representative 

system configurations based on the probability distribution of potential energy (Figure 

9) (PANAGIOTOPOULOS, 1992).

These simulations are highly parameterized, having the ability to model the 

different types of interactions that atoms of interest can have with geometric and 

molecular details. However, as these calculations scale with the number of atoms 

considered, now and in the near future, these simulations are very time-consuming, 

ranging from a few hours to several weeks, even on the fastest computers. 

Nevertheless, these results are still restricted by the fundamental approximation, and 

the appropriate treatment of some interactions (ECKERT; KLAMT, 2002; UNGERER 

et al., 2007).
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Figure 9 - The two ways of simulating a statistical ensemble: Molecular dynamics (MD) and Monte Carlo 
(MC). Both averages are equivalent due to the Ergodic hypothesis.

Source: Adapted from Ungerer et al. (2007).

3.2.3 Quantum Chemistry

3.2.3.1 COSMO-RS

Andreas Klamt proposed a completely different point of view, with a new model 

based on molecular quantum chemistry calculations, which, combined with exact
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statistical thermodynamics, provides the necessary information for the evaluation of 

molecular interactions in the condensed phase, being independent of experimental 

data and generally applicable. The energy expression used in this case, in contrast to 

the force field expressions of molecular simulations, does not depend on the 3D 

geometry of the molecules but is reduced to the relatively much simpler statistical 

thermodynamics of independent pair-wise interacting surface (ECKERT; KLAMT, 

2002; KLAMT, 1995; KLAMT et al., 2010).

For that, Klamt started from the modification that he proposed together with 

Schurmann (1993) for the dielectric continuum solvation model (CSM). CSM is an 

extension of the basic quantum methods for isolated molecules at a temperature of 0 

K, which focuses mainly on the representation of a molecule or a small cluster of the 

solute with some solvent molecules, representing the influence of the rest of the solvent 

by a continuum surrounding them, defined as the dielectric continuum. The contribution 

proposed then by the aforementioned authors consists of replacing the dielectric with 

a much simpler conductor parameterized on the solvation energies of organic 

compounds, mostly water. This new method is known as the Conductor-like Screening 

Model (COSMO) (ECKERT; KLAMT, 2002; KLAMT, 1995; KLAMT et al., 2010).

In COSMO quantum calculations, the solute is treated as if it is embedded in 

a virtual conductor, generating a discrete molecular surface or ‘‘cavity’’ around the 

molecule. From this surface, each discrete segment is characterized by its area and 

the screening charge density. Klamt et al. (2010) described these calculations in eight 

steps, which can be summarized by the vanishing of the total electrostatic potential 

and the polarization charges on the entire surface, the analytical calculation of the 

gradient of the total QC/COSMO energy, and the geometry of the molecule towards 

the lowest energy in an iterated way until self-consistency. As result, this algorithm 

yields the energy, the electron and polarization charge densities, and the geometry of 

the molecule in a virtual conductor, called "the COSMO state” . All this relevant 

information is stored in a COSMO file, available in several quantum chemical software.

In 1995, Klamt combined the COSMO model with statistical thermodynamics, 

which is called the Conductor-like Screening Model for Realistic Solvation (COSMO- 

RS). In this way, starting from a conductor in which each molecule has its COSMO 

information, it is possible to approximate the condensed phase as an ensemble of 

closely packed ideally screened molecules, as shown in Figure 10 (ECKERT; KLAMT, 

2002; KLAMT, 1995; KLAMT et al., 2010).
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Figure 10 - COSMO-RS view of surface-contact interactions of molecular cavities.
Source: Eckert; Klamt (2002).

Thus, the link between microscopic surface-interaction energies and 

macroscopic thermodynamic properties is provided by the average of all possible 

configurations of the ensemble, obtained by statistical thermodynamic calculations.

The chemical potential of a surface segment, for example, is exactly 

determined by the integration over all potential partners in the mixture (Eq.69) 

(ECKERT; KLAMT, 2002; KLAMT, 1995; KLAMT et al., 2010). Larsen and Rasmussen 

(1986) published later an algorithm show that this expression is equivalent to the exact 

solution of a quasi-chemical lattice approach.

kT f  e aeff  ̂ (68)
Ms(^) = -  —  ̂  J ps( a ) e x p { - ^ r ( e int(a ,a ') - p s(a ') )Jda

Where ps(a) is the chemical potential per surface area, ps(a) is the solvent o- 

profile, that in simple words, is a characteristic function that specifies how much the 

solvent or mixture is attracted to a surface area of polarity a, aeff is the effective 

contact area, and eint is the interaction operator, which gives the energetic costs of 

making a contact between a -  a ’ . Equation 69 is an implicit equation and must be 

solved iteratively.

Individual o-profiles of molecules, in turn, are given as probability distributions. 

In this way, it is possible to derive a probability function as a histogram of the molecular 

COSMO surface with respect to the polarization charge density o, using a Gaussian 

weight of width contact radius (ECKERT; KLAMT, 2002; KLAMT, 1995; KLAMT et al., 

2010). An example of the molecule o-profile is shown in Figure 11.
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Figure 11 -  Representation of ̂ -profile of avobenzone in ketone form (solid line) and enol form (dashed 
line).

Source: Benazzouz et al. (2014).

The color-coding of COSMO is established as blue stands for a strongly 

negative, green for neutral, and red for strongly positive polarization charge density (o) 

of the surface area. The signals are inversely related to the polarization charge density 

and the molecular polarity of the molecule since the conductor compensates this with 

opposite charge density (ECKERT; KLAMT, 2002; KLAMT, 1995; KLAMT et al., 2010).

3.2.3.2 COSMO-SAC

Lin and Sandler (2002) suggested a variation of COSMO-RS by the called 

COSMO-SAC, where SAC denotes Segment Activity Coefficient. Both models share 

similarities in the calculations, being the main difference the expression used for 

accounting the a profiles in properties determination. In COSMO-SAC the restoring 

free energy for a specie “t” in the solvent is obtained from:

^  ' P(G'm)torsolvent(.G'm)
(69)

am.

Where n is the total number of segments in the mixture, and Vsoivent(am) is the 

activity coefficient for segment am given by:
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^̂ -rsolvent(^m) ^

Here, the segment exchange energy (AW) is obtained as a function of the 

permittivity of a vacuum (e0):

AW (0m, 0n)

Finally, the factor f poi is defined as a function of permittivity (e):

f pol = 1 -  f (e )  (72)

The most advantage of COSMO-SAC to the previous model is the satisfaction 

of the thermodynamic consistency relations (Gibbs-Duhem). Besides that, in the 

COSMO-RS model not all calculation details are published, which makes it impossible 

for others to independently test and develop this method (FINGERHUT et al., 2017).

COSMO-based models are promising candidates to address the scarcity of 

phase equilibrium data, due to their strictly predictive character. However, these 

methods are still under development and the lack of parameters makes them not yet 

as accurate as group contribution methods. Nonetheless, efforts have been made to 

improve their accuracy for different types of fluid and mixtures, such as COSMO-RS 

(Ol), COSMO-vac, or COSMO-3D (FINGERHUT et al., 2017).

fpol
0.3a3/2'

eff
2eo (®m + ®n)

(71)

I ^  ' P(^n)rsolvent(^n)^^P
AW (0m, C-n)

RT

(70)
>

un

3.2.4 Summary of Content

In the previous sections, the development of thermodynamic modeling 

overtime was presented. It was tried to concisely show the premises of each method, 

as well as to highlight the origins of their limitations. Still, an effort was made to point 

out how the next model tried to overcome previous problems and what differs it from 

the others. With the intention of recapitulating this construction, Figure 12 indicates the 

evolution of thermodynamic models in a timeline.
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Figure 12 - Evolution of thermodynamic models over the years. Classical models are above, while 
statistical models (yellow), and quantum chemistry models (red) are below the timeline.

Source: Author’s figure (2020).

Table 4 also summarizes the main application areas and problems currently 

faced by each class of thermodynamic models.

Table 4 -  Class of thermodynamic models discussed in this work with their main applications and 
problems founded in theirs areas._________________________________________________

Model Applications Problem

reo
55»re

Equation of State Gas processing, Petrochemicals VLE, Data, Parameters, Liquids 
Process close or above critical conditions density

Petrochemical LLE, Non ideal solutions Data, Parameters, VLLE, 
multicomponent systems

Group Contribution When there is no data available Data, Isomers, Chiral 
compounds

reo
.22
re
(0

SAFT

PC-SAFT

Associate compounds, Hydrogen bonds

Associate compounds, Polar systems, 
Polymers; Pharmaceutics

Data, Parameters, Critical 
conditions

E3
•*->Cre3a

COSMO Complex molecules
Computational effort for 

molecules out of 
database, Still in 

development

EG

Source: Adapted from Chen; Mathias (2002); Von Solms et al. (2006); Klamt et al. (2010).
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Heretofore, this work has presented the reasons why biorefineries have 

become a topic of great importance nowadays and how their development is 

fundamental to the sustainable development of society. Among the challenges 

encountered in advancing these systems, this work then focused on those related to 

the thermodynamic modeling of these diverse systems, more specifically phase 

equilibria modeling. This stems from the fact that equilibrium properties and an 

understanding of why and how interactions between different phases occur are 

essential requirements for the design of separation operations, which are, in a typical 

large-scale chemical plant, about 50% of total investment (SANDLER et al., 2006). 

Thereby, the main challenge of this work is to answer the question:

“Which is the best thermodynamic model for phase equilibria modeling of 

biorefinery-related systems?”

In this way, it was essential to understand the conceptual differences between 

the thermodynamic models, and how the diversity of the systems of interest can 

interfere in the performance of each one of them. To this end, a large number of works 

on phase equilibria modeling in systems found in biorefineries were categorized and 

analyzed. This was accomplished through the scientific method of systematizing 

information, PRISMA, with the purpose of establishing if there is a thermodynamic 

model that best represents mostly, if not all, of these systems.

4 PROBLEM STATEMENT
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5 METHODOLOGY

5.1 PRISMA STATEMENT

The Preferred Reporting Items for Systematic reviews and Meta-Analyses 

(PRISMA) was established in Ottawa, Canada, in June 2005. The guidelines of this 

statement were defined after an executive committee, contend 29 participants, 

including review authors, methodologists, and clinicians, examine the quality of 

systematic reviews in an extensive literature search to identify methodological papers 

(LIBERATI et al., 2009).

The PRISMA directive aims to assist authors in improving their technical 

reports, reducing the excessive number of reviews that address the same 

question, and providing greater transparency on systematic reviews formulation. In 

addition, the committee reviewed and expanded the checklist and the flow diagram 

used as a basis for systematic studies (LIBERATI et al., 2009). As a result, a flowchart 

with the following four steps makes up this methodology:

i. Identification: definition of the main problem and keywords to be used in 

literature search, as well as the database and information sources to be 

explored in this search;

ii. Screening: first selection among the results obtained in the identification 

stage, evaluating possibly useful studies, duplicate papers, inaccessible links;

iii. Eligibility: criteria used to refine the research, as years considered, 

language, publication status;

iii. Included: categorization of the studies selected, organizing them in 

analysis "blocks” . It is an important highlight that the number of included 

articles might be smaller or larger than the number of studies, because articles 

may report on multiple studies, and results from a particular study may be 

published in several articles.

The final version of the checklist, in turn, has 27 items. Both tools, as well as 

other supporting information can be found for download on the PRIMAS website 

(http://www.prisma-statement.org/).

http://www.prisma-statement.org/
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5.2 PRISMA APPLICATION

The PRISMA methodology described in the previous section was applied in 

the elaboration of the systematic review carried out in this work, in order to synthesize 

the phase equilibria modeling of greatest interest systems to biorefineries.

The researched literature was obtained by the search engine Google Scholar, 

which includes major scientific publishers (Elsevier/ScienceDirect, Emerald, 

SpringerLink, and Wiley), and also studies that were not published in journals. For that, 

initially, the search keywords were defined as the two groups: ‘‘biorefinery + phase 

equilibria” and “biofuels + phase equilibria” . This definition was the most difficult step 

in the review procedure, as it should be comprehensive enough to generate reliable 

results, while it should apply rigorous screening criteria so that the analysis sticks to 

the main problem. The second group was added, due to the fact that the initial efforts 

and most of the studies related to biorefineries still have as main objective the 

substitution of fossil fuels for biodiesel. Thus, many works in this research area place 

greater emphasis on biofuels than on biorefineries themselves.

Then, a practical screening was carried out on the set of selected studies, 

based on information derived from titles and abstracts. This procedure was realized 

several times between May and December 2020, to ensure certainty of the numbers 

and to include possible works published during the construction of this thesis. The 

search words yielded 3082 studies, excluding patents, citations, doctoral and master’s 

theses, and defining publications from 2010  or later as a period of interest, aiming to 

work with recent information. Besides that, only papers in English were considered for 

this analysis, to make this review replicable for readers.

In the second step, the screening criteria were applied to the full texts. Thus, 

were identified studies that did not meet the inclusion criteria, as systems were not 

related to biorefineries, studies did not have a modeling procedure, or because the 

model was used to obtained other thermodynamic information such as solubility, 

chemical kinetics, or volumetric properties. Also, in order to facilitate the comparison 

carried out in section 6 .2 , and also for that the selection of papers could be performed 

more quickly, it was only included studies where the phase equilibria were presented 

in a graphic format, such as Txy, Pxy, tie-lines or binodal curves.

The data obtained in the last search was considered for the analysis in the 

next section since it presented the largest number of papers included among all
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searches performed. These numbers are presented in detail in Figure 13. PRISMA 27 

items-checklist, in turn, can be found in Appendix 2.

PRISMA Flowchart
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Figure 13 -  Flowchart of the application of the PRISMA statement and the results obtained in this work 
in each of the four steps of the method.

Source: Adapted from Liberati et al. (2020).

With this well-established database, it was possible to categorize these works 

into general results and compare them, as discussed in the next section.
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6 RESULTS AND DISCUSSION

6.1 GENERAL VIEWS

As the first step for general results, the number of publications per year within 

the determined period was analyzed (Figure 14). As expected, it was observed that 

the absolute number of publications increased over the years, in line with the growing 

interest in the processes and products offered by biorefineries. In comparison, 2019 

presented, for example, a growth of 13.5% in the number of publications related to the 

theme in relation to 2018. When this comparison is made between 2019 and the initial 

year of the review, 2010, this growth is even more expressive, reaching 366.7%. It is 

also noted that almost half of the total number (48.3%) of publications included in this 

review were published in the last three years (2017-2020). Notably 2020 is no longer 

the rule, due to the current pandemic that has strongly affected the conduct of 

experimental research.
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Figure 14 -  Absolut number of publication per years of the studies reviewed in this work.
Source: Author’s figure (2020).
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The relation between the articles under study and their countries of origin was 

established. It is important to note that it is common in the scientific community that a 

single article has contributions from more than one country, which is why the number 

of mentions presented is greater than the absolute number of articles reviewed. In total, 

41 countries were included in this work. Figure 15 shows those with at least 5 

collaborations published, in descending order.
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Figure 15 -  Number of mentions of each country included in this systematic review.
Source: Author’s figure (2020).
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The largest contributor country to publications included in this systematic 

review was Brazil. This data is in agreement with the fact that this country currently 

has 44.7% of its energy production based on renewable resources, occupying the 

second position in the world ranking of bioethanol and biodiesel production (BRANCO, 

2014). Of the 39 mentions, it can be highlighted the group of Professor Eduardo 

Augusto Caldas Batista, at the University of Campinas (UNICAMP), as the biggest 

contributor, since his research associate Antonio José de Almeida Meirelles was 

mentioned in 10 works. Then, the research group Applied Thermodynamics and 

Kinetics (LACTA), at the Federal University of Paraná (UFPR), leaded by Prof. Marcos 

L. Corazza contributed with 7 other works of the review. In addition, the group of 

Professor Marcos L. Corazza also stands out for being the only Brazilian group that 

uses a different approach to model the phase equilibria, the PC-SAFT model. In 

general, Brazilian groups applying classical thermodynamic models for this modeling.

During the catalog by collaborating country, it was observed a trend that 

countries with a large territorial area, such as Brazil (1st), China (5th), and USA (7th) 

received these mentions from different research groups, generating a greater variety 

of models and systems of study. Whereas, smaller countries tend to concentrate their 

publications in the same group for the same interest, be it the evaluation of a specific 

model or a certain system. In this way, it was possible to highlight the research groups 

with the largest number of publications, as can be seen in Table 5:

Table 5 -  Research groups with greater number of contributions in a specific topic as model or system 
of interest in this systematic review.________________________________________________

Country Group Contributions Interest Model

Spain
TermoCal -  Universidad de 

Valladolid
7

Alkanes
mixtures

GE

France IFP Energies Nouvelles 7
Hydrocarbons

mixtures
GC-PPC-SAFT

Argentina
PLAPIQUI - Universidad 

Nacional del Sur
9 Diverse GCA

Portugal
CICECO -  Universidade de 

Aveiro
13 Diverse Mostly CPA

Germany
Technische Universität 

Dortmund
9

DES and Ionic 
Liquids

PC-SAFT

Poland Politechnika Warszawska 9 Ionic Liquids NRTL, PC-SAFT

Source: Author’s table (2020).
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As for the compounds, more than 50 substances were mentioned in this work. 

This great diversity, although already expected, made any attempt of categorization 

difficult. The best way found to represent this result was through the list of the main 

chemical classes considering those that received more than 10 mentions (Figure 16).

Alcohol

Ethyl ester

Water

Hidrocarbon

Fatty acid

Ionic liquid

Inorganic acid

Furan compound

Glycerol

CO2

0 20 40 60 80 100 120 140

NUMBER OF MENTIONS

Figure 16 - Chemical classes or compounds with specific interest that received more than 10 mentions 
in this systematic review.

Source: Author’s figure (2020).

In the alcohol class, the substance mentioned more often was ethanol (59). 

From the graph it can also be seen that 6 out of 10 results are directly related to the 

production of biodiesel since this biofuel is obtained through 

esterification/transesterification of a fatty acid with an alcohol, usually, methanol or 

ethanol, giving rise to a mixture of esters and glycerol (KNOTHE et al., 2006).
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Regarding the phase equilibria, in turn, four types of equilibrium were found 

among the studies: vapor-liquid (VLE), vapor-liquid-liquid (VLLE), liquid-liquid (LLE), 

and solid-liquid (SLE). Figure 17 shows the number of articles that included in their 

studies the equilibria mentioned in absolute number and percentage. Once again, it is 

highlighted that the number of mentions is greater than the number of articles reviewed 

because a single article can verify more than one type of equilibrium.

Figure 17 - Number of mentions of each type of phase equilibria founded in this review in absolute 
number and percentage.

Source: Author’s figure (2020).

The analyses of Figure 17 shows that almost half of the works (48%) focused 

on the study of liquid-liquid equilibrium. This can be related to the fact that the main 

focus of studies on biorefining continues to be in the development of biofuels, which, 

in turn, are produced and processes from liquid mixtures. Besides that, LLE 

measurements are obtained in a relatively simpler way, using few equipment, material 

and experiments that can be conducted in ambient conditions, while VLE and SLE 

need greater attention with the pressure and decomposing of the substances under 

study. Then, the large number of studies related to the vapor-liquid equilibrium (38%) 

can be associated with the need of binary parameters in classical thermodynamic 

models, which are usually obtained through VLE experiments. Finally, it is worth
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mentioning the small number of studies on SLE (28%) and VLLE (5%), which are quite 

complex to be carried out in experimental procedures.

The greatest impact assessment for this work, however, is the thermodynamic 

models applied in the works included in this review. In total, 36 different modeling 

methods were mentioned, which were categorized in Figure 18 in the three major 

division groups previously explained. Again, the number of mentions is greater than 

the absolute number of works evaluated, because hardly an article contemplates only 

one thermodynamic model.

0 E o S  

□  Ge 

^Gc 

M olecular EoS 

M olecular Sim ulation 

UCOSM O-RS 

0C O SM  O-SAC

Figure 18 - Number of mentions of each class of thermodynamic modeling included in this review in 
absolute number and percentage. Classical models are in blue, statistical models in yellow, and 
quantum chemistry models in red.

Source: Author’s figure (2020).

Analyzing the results obtained, the preference for classical methods (almost 

70%) is remarkable. It is still evident the more specific predilection for the GE models 

(44%). Here, it is valid to state that, within the various possible GE equations, the 

method that obtained the greatest number of mentions was the NRTL (110), followed 

by UNIQUAC (71). Figure 19 and Figure 20, which allows the visualization of the types 

of equilibria and models over the years, can complement these last results.
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Figure 19 -  Absolute number of mentions of each type of phase equilibria over the years.
Source: Author’s figure (2020).
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Figure 20 - Absolute number of mentions of each type of thermodynamic modeling over the years.
Source: Author’s figure (2020).
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In this new form of visualization, it is possible to observe some new 

information, which was not shown in the pie charts. For instance, despite the relatively 

low number of studies related to the solid-liquid equilibrium, the interest in this type of 

phenomenon has been increasing over the years (1 in 2010, and 8 in 2019). This 

observation is in agreement with the fact that, although biofuels are still the main focus, 

other areas of the biorefineries sector have received more attention. The reuse of 

waste and the use of lignocellulose materials, for example, demand greater interest in 

processes such as solid-liquid extraction, which depends on data from SLE.

Another important conclusion that can be interpreted from Figure 20 is the 

increase in the use of statistical models over the years (3 in 2010, and 13 in 2019). 

This data, in turn, can be related to the computational improvement of recent years, 

which makes more complex mathematical programming less painful, but also to the 

fact that new matrices and processes are been explored. In this context, the growing 

interest in phenomena with the solid phase, multiphase processes, oxygen compounds 

with association, and substances in which hydrogen bonds play a significant role, as 

the deep eutectic solvents, encourage the use of more robust models.

Lastly, Table 6 was constructed as an overview of the systematic review 

carried out in this work. At first, it was listed all thermodynamic modeling methods 

mentioned in the review. These models followed, once again, the division into the three 

main groups of this work: classical, statistical, and quantum chemistry. Subsequently, 

it was evaluated in what types of phase equilibria each model was applied. The third 

category related the model according to the generation of the system under study 

previously defined in Table 1 and summarized as: harvest from forest or agricultural 

fields as 1st, residual raw materials with cellulose as 2nd, microalgae as 3rd, and human 

or industrial waste and use of green solvents as 4th generation . Then, it was measured 

how many of the reviewed studies applied the model in question and, finally, these 

studies were listed as references.
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Table 6 -  Overview of the studies included in this systematic review.
Model Phase Equilibria

VLE LLE SLE

Generation Biorefinery Systems

1st

Mentions References
>nd 3rd 4th

V V
V V
V V
V V
V
V
V

V V

V V V

»o
Ëre£>■uO
E
re

reo
55»re

Equations of State 

PR 
PPR78 

RK 
SRK 

PSRK 
Virial 
WS

Excess Gibbs free 
energy

Flory-Huggins

NRTL

eNRTL
NRTL-HOC
Margules

UNIQUAC

UNIQUAC-HOC

Wilson

Group Contribution 
ASOG

UNIFAC

V
V
V
V
V
V
V

V

V
V
V

V

V

V

V

V

V
V
V

V

V

V

V

V

V

V

V

V

V V

V

V V

V

V V

V
V

V

V

V

V

V

V

V

V

V

9
3
4 
12
5 
1 
1

5

110

3
5
6

71

2

19

1

37

[1 ]—[9]
[10]—[12]
[13]—[16]

[1], [5], [17]-[26] 
[18], [20], [24], [27], [28] 

[29]
[21 ]

[30]-[34]
[1], [3], [13], [18], [23], [29], [34]-[136] [137], 

[138]
[14], [18], [60]

[108], [139]-[142]
[36], [43], [47], [133]—[135]

[3], [4], [18], [23], [27]-[29], [34], [36], [37], 
[39], [40], [42], [44]-[47], [49], [51], [52], [54], 
[58]-[60], [63], [64], [66]-[72], [76]-[79], [84], 
[86]-[88], [90], [96], [98], [101], [106], [107], 
[109]—[111], [116], [117], [122], [125], [129], 

[130], [132]—[135], [138], [143]-[152] 
[141], [153]

[3], [36], [37], [39], [42]-[44], [47], [59], [64]- 
[66], [68], [105], [133]-[135], [154], [155]

[156]
[2] [4], [18], [21], [39], [55], [65], [67], [71], 
[73], [75], [76], [80], [82], [85], [94], [98], 

[102], [111], [136], [142]-[144], [157]-[170]
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UNIFAC-Dortmund V V V V V V 10 [30], [31], [57], [68], [112], [155], [167], [171]- 
[173]

»
o
Ëre£>■uO

re
.£H
reo■£W
re
(0

SAFT
SAFT-VR

GC-SAFT-VR
SAFT-MIE
soft-SAFT

PC-SAFT

ePC-SAFT
GC-PC-SAFT

PPC-SAFT
ePPC-SAFT
PCIP-SAFT

GC-PPC-SAFT

GCA
CPA

PHSC

V
V
V
V
V

V

V
V
V
V

V

V
V
V

V

V

V

V
V
V

V
V

V
V
V

V

V

V

V

V

V
V
V
V

V

V

V

V
V
V

V

V

V

V
V

V
V
V

V
V

1 [174]
1 [175]
1 [176]
1 [177]
2 [178], [179]

[15], [20], [24], [74], [120], [136], [143], [173], 
[180]-[194]

4 [195]-[198]
1 [166]
6 [59], [194], [199]-[202]
1 [203]
1 [56]
8 [53], [192], [201], [204]-[208]

10 [21], [209]-[217]
12 [18], [21], [22], [112], [166], [194], [218]-[223]
1 [224]

Monte Carlo V V V V [225]-[229]5

E ^  
B .<2

I I
o  5

COSMO-RS

COSMO-SAC

V

V

V

V

V V

V

12

11

[61], [68], [121], [158], [192], [198], [230]- 
[235]

[18], [21], [48], [52], [61], [72], [97], [158], 
[169], [192], [236]

Source: Author’s table (2020).
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6.2 PHASE EQUILIBRIA

The best thermodynamic model was determined by comparing the results 

presented by the different methods under the same process conditions. For this 

purpose, the studies were initially filtered by type of equilibrium, as in Figure 17. In this 

step, however, it was observed that, for the vapor-liquid-liquid and solid-liquid 

equilibrium, the number of papers was relatively small. Thus, in these cases, the 

comparison could be made directly.

For the vapor-liquid-liquid category it was found 16 papers. Just two of these 

reviewed articles used Equations of State for modeling procedure. In the first of them, 

Pinto et al. (2012) applied the Peng Robinson correlation for binary and ternary 

mixtures containing CO2, methanol, and soybean methyl esters. This model choice is 

in agreement with the theory previously discussed, since these systems were 

evaluated at high pressures (above 210 bar), region where EoSs demonstrate the best 

results. Besides that, classical van der Waals (PR-vdW2) and Wong-Sandler (PR-WS) 

mixing rules were investigated, having the PR-WS the best performance with an 

average RMSD of 0.42 for binary, and 0.38 for ternary systems. The other study was 

conducted by Zheng et al. (2019), which selected the Soave-Redlich-Kwong EoS with 

the modified Huron-Vidal second-order mixing rule (SRK/MHV2) and the predictive 

SRK (PSRK) EoS, for the comparison with the PC-SAFT performance in VLE, LLE, 

and VLLE modeling related to Fischer-Tropsch synthesis (FTS). In this paper, PC­

SAFT with a single set of parameters was capable of accurately modeling the phase 

equilibria for complex mixtures over a wide range of temperatures at ambient pressure, 

whereas the other two methods performed well for some cases, but delivered poor 

results for some others. These observations are also in agreement with theory, since 

cubic EoSs are inaccurate in the prediction of vapor pressures, the most decisive factor 

in VLE calculations, of heavier hydrocarbons, such as olefins found in FTS process. 

This is because large components deviate strongly from the ideal assumption that 

considers the spherical shape of molecules. Besides that, the presence of non- 

condensable gases (CO, H2 , CO2, and CH4), nonpolar components (paraffins and 

olefins), associating (water and alcohols), and highly polar components (ketones and 

aldehydes), leading to the formation of azeotropes and significant deviations from the 

ideal gas reference state.
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Excess Gibbs free energy and group contributions models, in contrast, 

appeared in 10 VLLE studies with NRTL, UNIQUAC, and UNIFAC applications at 

atmospheric pressure. All these works demonstrated poor thermodynamic modeling, 

exhibiting important discrepancies in predictions of heterogeneous region and 

azeotrope behavior. These results can be explained by the difficulty to find a unique 

set of parameters that properly reproduces VLLE, as well as the quality and 

consistency of experimental data. Zheng et al. (2018) also made the comparison 

between UNIQUAC and UNIFAC with PC-SAFT performance in VLE, LLE, and VLLE 

modeling of a large variety of binary and ternary mixtures containing water, alcohols, 

ketones, aldehydes, ethers, esters, and hydrocarbons to reach unbiased conclusions. 

Once again, it was presented the superior capacity of PC-SAFT equation, since 

UNIQUAC and UNIFAC showed unreliable results for LLE and VLLE calculations, 

predicting artificial liquid-liquid phase splitting for miscible mixtures. These gaps in 

condensed phase performance were attributed to the fact that LLE calculations are 

very sensitive to small changes in activity coefficients.

Lastly, a total of 6 reviewed articles used statistical methods to perform VLLE 

predictions. Besides the excellent results obtained by PC-SAFT model discussed 

above, in general, the other works focused on improving this equation for specific 

cases. For example, Ahmed et al. (2016) modified GC-PPC-SAFT to describe 

accurately pure water properties, while Llovell and Vega (2015) used soft-SAFT to 

overcome critical region issues of this type of equation for supercritical fluid process.

As for solid-liquid equilibria, 28 articles were reviewed. None of them used 

Equations of State in their modeling. This result adheres to the discussion made in 

section 3.2, in which since the reference state of EoS is the ideal gas, it is expected 

that these methods will not be able to predict solid systems, given the need for data in 

a very large range of densities. Still in this thought, it could wait that the solid-state also 

strongly distances itself from the excess Gibbs free energy methods that, despite the 

closest reference to solids, do not account for the strong molecular interactions present 

in these systems. Although that, 13 of the cataloged studies tried to use GE equations 

in SLE modeling, being Flory Huggins, NRTL, and UNIQUAC models evaluated.

For these cases, Lee et al. (2018) showed that the NRTL and UNIQUAC 

models have a similar predictive capacity for SLE modeling, the former being slightly 

better than the latter, with an average RSMD of 0.38 for NRTL and 0.43 for UNIQUAC
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for ethanoic acid and carboxylic acids mixtures. Hassan et al. (2012 and 2013) 

presented this same conclusion, with an average RMSD of 1.93 for NRTL and 2.13 for 

UNIQUAC for ionic liquids and sugars systems. This small difference can be attributed 

to the fact that being a 3-parameter model, the NRTL model adapted itself better to the 

experimental data. Galeotti et al. (2019) also pointed out this importance of adjusting 

data, showing how NRTL model was sufficient for some regions, but as soon as there 

was a shortage of data due to the imposition of some difficulty, such as increased 

temperatures, concentrated systems or the extrapolation for three or more 

components, it started to depart from the experience. Zarei et al. (2019), in turn, 

showed that Flory-Huggins method was worse than the two GE models mentioned 

above for ionic liquids and sugars, with an average RSMD of 3.13 against 1.64 for 

NRTL and 1.79 to UNIQUAC. Bessa et al. (2014a, 2014b, 2018 and 2019), however, 

presented the good performance of Flory-Huggins for ethyl esters systems, reaching 

until best results than UNIFAC-Dortmund model, in case of insufficient data for the 

parametrization of this last one, with an average RSMD of 0.99 against 1.41 of GC 

method. All models described until here were not able to predict complex solid-phase 

phenomena such as metatectic or inverse peritectic transitions.

It was also noted that UNIFAC was the only GC method used for SLE 

description, appearing in 8 studies. Yui et al. (2016), Yoshidomi et al. (2017), Perederic 

et al. (2018), and Damaceno et al. (2018) showed that, even for the best version of this 

method (UNIFAC-Dortmund) its predictions of SLE for fatty acids had poor 

performances. In special, it was not able to adequately predict the non-ideality in the 

liquid phase.

In this category of phase equilibria, 7 of the works presented statistical for the 

modeling procedure. Once more time, the PC-SAFT model stands out, used in a total 

of 5 studies, presenting good results even so for strongly non-ideal systems such as 

heterocyclic compounds (Razavi et al., 2019), and ionic liquids (Paduszynski et al., 

2012, 2013, 2015; Korner et al., 2019). In this context, Paduszynski et al. (2012) still 

presented an alternative approach of solid-liquid phase modeling, which tried to unite 

the contributions of the association calculations of the PC-SAFT model and the 

predictive capacity of the UNIFAC method. Although the reliability of the proposed 

equation for a great number of binary systems, it was shown that in some exceptional 

cases, satisfactory results can be obtained only when more experimental data were 

adopted for calculating some corrections.
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Thus, two other methods proposed for the study of the SLE were evaluated. 

The first of them was the COSMO-RS model. In this sense, Wu et al. (2020) presented 

the SLE predictions of ionic liquids systems, while Martins et al. (2019) focused in deep 

eutectic mixtures. The quantum method was capable to predict phase behavior with 

good agreement, being able to describe even so a phase diagram with seven regions. 

Despite the good results, it must be remembered that, as discussed in section 3.2.3, 

COSMO-methods are still under development, which ends up having as difficulty the 

lack of data for parameterization. The other attempt was the GCA equation, Ille et al. 

(2019) applied this model to monoaromatic oxygenated compounds in mixtures of 

interest for lignocellulosic biomass conversion processes. The families of compounds 

evaluated comprised anisole, phenol, linear and cyclic alkanes, alkenes, aromatic 

hydrocarbons, ketones, alcohols, and water under diverse conditions. The model 

predictions average deviations reached a remarkable 4.7%.

The works evaluated so far confirm the expected challenge in modeling the 

solid-liquid phase equilibrium. The difficulty in carrying out experimental procedures 

due to the instability of the systems and, in some cases, decomposition of compounds, 

consequently impairs the achievement of parameters of interaction of these systems. 

This flawed parameterization further reinforces errors in predicting complex 

phenomena and interactions found in crystalline systems.

Liquid-liquid equilibria, as explained in section 6 .1, included most of the articles 

reviewed in this work (146). For this reason, it was not possible to compare these 

studies directly and other strategies had to be adopted. In this context, initially, these 

papers were categorized into the 7 classes of main methods, previously used in Figure 

18. The graph obtained (Figure 21) shows that, as expected, GE were the 

thermodynamic models most used for LLE evaluation (90). However, at this moment, 

the indication of greatest interest found in this diagram was the relatively small number 

of works that applied molecular simulation (3), which can be then evaluated directly.

Harwood et al. (2016), for example, applied Monte Carlo simulations to 

investigate binary and ternary systems of n-dodecane, ethanol, and water at pressures 

of 0.1 and 100 MPa. As a result, only qualitatively reproduction of LLE was found, with 

overestimated miscibility gaps, and UCSTs shifted up by about 50 K compared to 

experimental values. On the other hand, Rocha et al. (2020) and Yang and Bae (2019)
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showed that molecular dynamics represented even isomeric differences for ionic 

liquids and polymers mixtures, respectively.
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Figure 21 -  The seven main thermodynamic methods for phase equilibria modeling and how many times 
each of them were mentioned in liquid-liquid equilibria studies reviewed in this work.

Source: Author’s figure (2020).

Subsequently, another categorization was attempted, this time into low (up to 

10 bar) and high pressures (above 20 bar). Only 11 studies were included in this last 

group, being 4 of them already presented in VLLE section (Zheng et al. (2018), Llovell 

and Veja (2015), Pinto et al. (2012), and Rodriguez and Beckman (2018)). The other 

7  works, in turn, followed similar reasoning to that discussed in vapor-liquid-liquid 

results that EoS or statistical methods are preferable at high pressures. In an 

evaluation of solvent and process simultaneous design (PC-SAFT) (Stavrou et al., 

2014), near-critical bioethanol extraction processes (GCA) (Paulo et al., 2012), 

carboxylic acids recovery with sCO2 (GC-PPC-SAFT and SRK) (Novella et al., 2018, 

2019), and biodiesel systems equilibria (PSRK and SRK) (Pokki et al., 2018; Cunico 

and Guirardello, 2015) good results were obtained without exceptions. In this selection, 

the work of Coniglio et al. (2014) is still highlighted, because it compared EoS and 

statistical models for several systems-related to biodiesel. In its results, it was 

reinforced the best performance of EoS for a realistic representation of phase equilibria 

at high pressure/critical conditions. Besides that, it also proposed the same discussion
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made previously in this work that the complex chemical structure of biomass induces 

important molecular associations, and how new models that combine different 

methods, such as GCA and CPA equation, could be better for representing these 

interactions.

Lastly, in view of the still high number of papers to be analyzed, one more 

strategy was used, in which the process conditions (temperature and pressure) were 

defined as inclusion boundaries. Figure 22 shows the application regions of each 

thermodynamic model and allows the visualization of the common area (in gray). In 

this way, for this type of equilibrium, it was compared only studies in which the 

modeling procedure was made inside this region defined by the pressure range of [0.9; 

1.5] bar, and temperatures between [293; 386] K. The y-axis is in logarithmic scale for 

better visualization.

TEMPERATURE (K)

 EoS --------Ge ..............Gc

 Molecular EoS ..............Molecular Simulation  COSMO-RS

 COSMO-SAC

Figure 22 -  Region of application of each thermodynamic model in the liquid-liquid equilibria study. In 
gray the common area, delimited by pressures and temperatures that encompass all class of methods.

Source: Author’s figure (2020).
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These criteria resulted in 104 works. Although it is still a high number, the 

comparison procedure has been made much easier. This because Gmehling et al. 

(2006) obtained an interesting result in the study of 3563 best adjustments from the 

DECHEMA database using GE models. They showed that the distribution of the best 

results among the main excess Gibbs free energy models (Wilson, NRTL, and 

UNIQUAC) was equivalent (around 30% each). So, extending this conclusion to the 

reviewed studies, it was assumed that for those works that used only excess Gibbs 

free energy methods for liquid-liquid equilibria evaluation (68 works), there is no 

preference for one or another model.

Among the 36 articles rest, 5 used EoS for LLE modeling, being four of them 

previously discussed in VLLE information (Zheng et al. (2018), and high pressure 

(Novella and Condoret (2019), Pokki et al. (2018), Cunico and Guirardello (2015)). 

Zerpa et al. (2014) were the only ones that tried to use EoS for low pressures, applying 

Peng Robinson with Huron-Vidal mixing rules, for the prediction of phase equilibrium 

of vegetable oils and methanol. As expected, it was found predictions less than 

satisfactory, being this method unable to represent any of the LLE systems evaluated. 

Then, excluding 5 papers already mentioned in SLE (Wu et al. (2020), Khoshima et al.

(2018)) and VLLE (Ahmed et al. (2016), Zheng et al. (2019), and Sanchez et al. 

(2 0 1 1 )), only 26 articles remained for comparison.

In this selection, once again, SAFT based models stood out with 15 papers. In 

comparison with other models, NguyenHuynh and Mai (2019) showed that this 

equation provided better LLE calculation results over CPA for acetic acid and alkanes 

mixtures. Samarov et al. (2019) also presented its more robust capacity in relation to 

NRTL in estimations for alcohol separation from esters using deep eutectic solvents. 

Auger et al. (2016), in turn, compared these last two models for furan systems. In this 

case, none of them was able to predict LLE well. The unexpected failure of the 

association method was justified by the use of VLE parameters in the modeling, which 

can result in the observed deviations of the condensed phase. However, the factor with 

the greatest impact on the result obtained was the process conditions used, close to 

the critical region. Understanding the behavior of LLE close to this region has been 

widely investigated in the literature, but the solution to this problem has not yet been 

found. The best results for these cases still being obtained by EoSs.

It was also noted that despite its original form presenting a good performance, 

there are a wide variety of adaptations that allow the creation of new versions of PC-
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SAFT expression for specific systems, or further refinement of its results. For example, 

the model specific for electrolytes systems, ePC-SAFT, presented excellent results for 

ionic liquids systems and salting-out effects, reaching an overall absolute average 

deviation lower than 0.005, against usual values of 0.05 in the literature for other 

methods (Mohammad et al. (2016)). In addition, its polar versions, PPC-SAFT and GC- 

PPC-SAFT, improved the phase behavior original predictions of biodiesel-related 

systems with highly polar components, such as glycerol (Rodriguez and Beckman

(2019)), or GVL (Klajmon et al. (2015)).

Finally, 12 works applied quantum models for liquid-liquid equilibria 

calculations, 9 of them for new solvents (ionic liquids and deep eutectic solvents). 

Despite the great proposal presented by quantum models, the studies demonstrated 

that it will still be some years before these methods develop a sufficient database for 

their complete parameterization. COSMO-models presented the worst performance in 

all paper reviewed in relation to ePC-SAFT (Mohammad et al. (2016)), NRTL and 

UNIQUAC (Bharti et al. (2015, 2018), Franzani et al. (2020), Verma and Banerjee 

(2018)), and even so UNIFAC equation (Silveira and Salau (2019)), with an average 

RSMD of 7.60% in these studies against 1.33% to the other methods.

Vapor-liquid with 118 studies was the last type of equilibrium analyzed. For 

this reason, many of the articles included in this category have been already previously 

discussed in the other sections. Even so, the same analyzes performed for LLE were 

applied here, in an attempt to obtain relevant information for this specific phenomenon. 

In this scenario, the division into the 7 categories of methods (Figure 23), for example, 

showed an interesting observation that the statistical EoSs were the most used 

approach for the study of VLE (51). In addition, it was noticed that, similarly to LLE, the 

number of papers that used quantum chemistry models (6) and molecular simulations

(2 ) were small, which could be then evaluated directly.

Ferrando et al. (2011) proposed a Monte Carlo simulation of phase equilibrium 

and interfacial properties of systems involving ethers and glycol ethers. Accurate 

predictions were achieved for pure compound saturated and critical properties, surface 

tensions of the liquid-vapor interface, as well as for binary mixture diagrams, with 

deviations on bubble pressures around 5%. Yiannourakou et al. (2013), in turn, used 

Monte Carlo to study a wide range of systems of interest for biomass conversion into 

high-added value chemicals and biofuels. It was determined the equilibrium properties
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for approximately 100 compounds (alcohols, ethers, ketones, aldehydes, esters, 

glycols) with a good prediction of liquid density, saturation pressures, and vapor-liquid 

diagrams.

COSMO-based models, however, presented deviations as showed by 

Zaitseva et al. (2014) for furfural + 2-butanol mixture, in which COSMO-RS 

underestimated the activity coefficients, being GE models better for this system. Nala 

et al. (2013) also showed that, furan + n-hexane phase envelopes were under 

predicted by COSMO methods, while GC-PPC-SAFT and MC simulation could provide 

an accurate representation of VLE diagram and excess enthalpy for this mixture.

Molecular EoS 
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EoS 
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COSMO-RS 

COSMO-SAC

Molecular Simulation

0 10 20 30 40 50 60
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Figure 23 - The seven main thermodynamic methods for phase equilibria modeling and how many times 
each of them were mentioned in vapor-liquid equilibria studies reviewed in this work.

Source: Author’s figure (2020).

Subsequently, the categorization of low (up to 10 bar) and high pressure 

(above 15 bar) resulted in 32 studies in this last group, the highest absolute number 

for this type of condition among the 4 types of equilibrium reviewed. These works 

sustained the reasoning discussed earlier that EoS or statistical methods are 

preferable under high pressure. This time, however, some new equations were 

evaluated, such as PPR78 (Privat et al. (2014), Qian et al. (2013)) and PHSC 

(Khoshsima and Shahriari (2018)). In general, once again, the best EoS performance



83

for critical conditions was recognized and hybrid models were presented as promises 

in this area of study.

Finally, the strategy already used for the LLE was applied, in which the 

conditions of the process were defined as inclusion limits. Figure 24 shows the 

common area (in gray) obtained with a pressure range between [0 .0 1 ; 1 ] bar and 

temperatures between [298; 363] K. The y-axis was once again in logarithmic scale for 

better visualization.

TEMPERATURE (K)
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 M olecu lar EoS .............M olecu lar S im ulation  COSMO-RS

 COSMO-SAC

Figure 24 - Region of application of each thermodynamic model in the vapor-liquid equilibria study. In 
gray the common area, delimited by pressures and temperatures that encompass all class of methods.

Source: Author’s figure (2020).

These inclusion criteria resulted in 19 papers, 5 of which have already been 

discussed in the VLLE (Zheng et al. (2018), Ahmed et al. (2016), and Marcilla et al. 

(2016)) and LLE sections (Warrag et al. (2018), Coniglio et al. (2014)). Among the 14 

remaining articles, 11 of them used GE equations to estimate binary parameters and 

all showed good results. What stood out most about these works, however, was the 

appearance of simpler equations, such as Margules and Van Laar. This result is in line
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with the theory, since these models are unable to represent efficiently the more 

complex equilibria previously evaluated. Although, as discussed earlier, there is still no 

definition of which of GE methods is the best, conclusion once more time extended for 

this work. The other three works selected, in turn, applied SAFT on associating 

compounds (Fouad et al. (2016)), PCP-SAFT on furan mixtures (Liebergesell et al. 

(2018)), and RK for ionic liquids (Yokozeki and Shiflett (2010)), demonstrating that for 

compounds that deviate more from ideality, more robust methods are necessary.

Reviewing the information discussed above, it can be highlighted that for the 

VLLE the Equations of State obtained good results, especially in the high pressure 

regions studied. Despite this, there was a strong tendency to use statistical models for 

this type of equilibrium, given the increase in the complexity of the system of interest. 

For SLE, on the other hand, no Equation of State was used since the theoretical 

development of these expressions are strongly distant from the solid phase. For this 

case, once again, the statistical models stood out, being the methods that best 

represent the complexity of the phenomena present in the solid region. In both cases, 

the Ge and GC methods showed poor results, in addition to the strong dependence on 

a large number of data.

For LLE, the GE methods were definitely the majority. This result was already 

expected due to the large number of studies in the liquid phase of systems related to 

biodiesel, in which these methods are quite traditional. Here, the important result of 

Gmehling et al. (2006) that Gibbs’ models are statistically equivalent in the best 

equilibrium prediction, makes it impossible to establish which of these equations is the 

best. Still for this type of equilibrium, it is important to highlight that for more complex 

systems, only the statistical models came close to satisfactory results, with the 

possibility of the development of specific models for each case under study. In addition, 

the low number of papers that evaluated systems under high pressures, and the 

failures of the quantum models, related to their weak database still under development, 

stands out.

Finally, for VLE it was observed that, surprisingly, the number of statistical 

methods used to assess this phenomenon already exceeds classical methods. Once 

again, the best results were attributed to these molecular EoS, except for high pressure 

and/or critical regions, where the classical EoS still presents better predictions.

These discussions were summarized in a simplified way in Table 7.
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Table 7 -  Summary of the discussions held in this section for the four types of phase equilibrium, as 
well as the best resulting thermodynamic model for each._________________________________

VLLE SLE LLE VLE

Equation of State (EoS) V V V

Excess Gibbs free energy ( GE) V V V V

Group Contribution (GC) V V V V

Molecular EoS V V V V

Molecular Simulation V V

COSMOS-RS V V V

COSMO-SAC V V

Best model PC-SAFT PC-SAFT PC-SAFT PC-SAFT*

*For high pressures cases, EoSs presented the best results, or adaptations must be made in the SAFT 
structure, such as changing the reference fluid (Llovell and Veja, 2014, 2015).

Source: Author’s table (2020).

Another very important idea presented in this section that deserves to be 

highlighted is that despite the smaller absolute number of studies and, therefore, the 

lower weight in the evaluations carried out, the promises deposited in the hybrid 

models were very significant. Among these, the most promising model for the specific 

purpose of this work is the GCA equation. This is because the development of this 

model by the group PLAPIQUI, Argentina, has focused precisely on systems of interest 

for biorefineries. In this way, the resolution of the obstacle normally faced by GC 

models, which is the lack of data, is already quite advanced, having this method 

currently an extensive database of the main compounds present in the biorefining 

industries.

The numbers from the analyzes performed on the articles included in this 

systematic review, however, indicate another answer. Due to the good results in a 

wider range of systems and conditions, including the four types of equilibrium 

evaluated, and the possibility of adaptations for specific cases, the figures conclude 

that, the PC-SAFT model is the best thermodynamic model for modeling phase 

equilibrium of systems related to biorefineries.
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This work initially focused on understanding the development of 

thermodynamic modeling over time. It was constructed the definitions of phase 

equilibria and the premises of each thermodynamic model, as well as to highlight the 

origins of their limitations. Still, an effort was made to point out how the next method 

tried to overcome previous problems and what differs it from the others.

Then, a systematic review of the state of the art published in the last decade 

on thermodynamic modeling of phase equilibria in systems related to biorefineries was 

carried out using the PRISMA systematization of information method, which resulted 

in an overview of 236 papers. The methodology adopted used as inclusion criteria: 

being published between 2010 and 2020, English as language, only papers, excluding 

patents, citations, and thesis, and presentation of phase equilibria modeling in 

comparison with experimental data in graphic format.

The studies were then cataloged by year, country, type of equilibrium studied, 

and thermodynamic models used, highlighting relevant points as research groups with 

greater impact and compounds most studied. At this time, it was observed an increase 

in publications in this research area in the period under evaluation, and Brazil stood 

out as the country with the higher number of contributions (39). It was also noted the 

greater predilection for the LLE and excess Gibbs free energy models, which can be 

explained by the concentration of articles in biodiesel studies. Still, the growth in the 

use of statistical models was related to the computational improvement of recent years, 

and also to the fact that more complex compounds and phenomena have been more 

explored in the biorefinery sector.

Finally, a comparison of the prediction capacity of phase behavior for different 

models was performed. In this context, the highlight were hybrid models that 

synergistically combine different classes of thermodynamic models. In this scenario, 

the GCA model stood out, given its high capacity to adapt to the diversity found in 

systems under study. The analyzes, however, presented due to the good results in a 

wider range of systems and conditions, the PC-SAFT model as the best 

thermodynamic model for modeling phase equilibrium of systems related to 

biorefineries.

7 CONCLUSIONS
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APPENDIX 1 -  EXCESS GIBBS FREE ENERGY MODELS

Excess Gibbs free energy models presented in section 3.2.1.2 and its related 
expressions, including parameters and activity coefficient final equations.

(dGE\

RT,nri =  { - ^ L ̂ i ' T,P,Uj î

o Two-Suffix Margules Equation

Ge = Ax1x2

A A
in r  = ~ x2 ,nr2 = — x2RT 2 i2 RT 1

Where xt is the molar fraction of component " i” and A is an empirical constant. 

o Van Laar Equation

AB
GE = x1x2 Ax1 + Bx2

A B
in n  =  ----t ~ ~ 2 ,nr2 = '

(1 + m  (1 + B x r )B  x2) V A x1/

Where A and B  are empirical constants. 

o Flory-Huggins Equation

Ge = RT xiin~~ + x iin^2)  + x (x i + ^x2  )<pi<p2

lnyx = ln^± + ( l - ^ ) $ 2 + X$2 Iny2 = ln<̂ 2 -  ( ^ -  l ) $ i + ^ xQ2
1 V v2/ 2 1 1

Where vtand are the molar volume and the volume fraction of component " i” , respectively,
and x  is the Flory-Huggins interaction parameter determined experimentally.

o Wilson Equation
m

= —RT  ̂  x^n ( ^  x
i=i \j=i
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Aij = — exv \ -
A-ij -  h i 

RT Aji = — exp Aji -  Ajj 
RT

lnyk = 1 -  In ( Z  XjAkJ ) - Z XiAik 
~'mz _ ,ym X A -j—f L,} = 1 XJ AIJ

Where R is the universal gas constant, T is the temperature, m is the total number of 
components in the mixture, and ’s are interaction parameters adjusted experimentally.

o Non Random Two Liquids (NRTL)

GE = -RT
m

,' Z x<
i = i

YJ-=1Tj iGj iX
T1]=iGiiXl

Tn =
9 ]i-9n 

RT
Gji = exp (- ajiTji)
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Ym r r r, .Z.jf = l T TJ TJ
Y Z iG ijx

Where g} i ’s are interaction parameters adjusted experimentally, and ajt is the non­
randomness parameter of the mixture, normally fixed as 0.3.

o Universal Quasi Chemical (UNIQUAC)

GE = RT ^ x i l n ^  + ^ ^ q ix i ln ^ - ^ x iq i ln l  Z
i=i 1 i=i ^ 1 i=i \i=i

xtfilnl
\J=i

ZT=irJ xj
Bi =

9ixi
2 7=i9jxj

Ti, = exp ( - % ) Tji = exp ( - f )

Where z is the coordinator number defined as 10, rt and qt, the volume and the area parameter 
of component V , respectively, and are the interaction energy parameters adjusted 
experimentally.
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APPENDIX 2 -  PRISMA CHECKLIST

PRISMA 27 items-checklist applied to this work.

Section/topic # Checklist item Reported 
on page #

TITLE

Title 1 Identify the report as a systematic review, meta-analysis, or both. 1

ABSTRACT

Structured
summary

2 Provide a structured summary including, as applicable: background; 
objectives; data sources; study eligibility criteria, participants, and 
interventions; study appraisal and synthesis methods; results; 
limitations; conclusions and implications of key findings; systematic 
review registration number.

17

INTRODUCTION

Rationale 3 Describe the rationale for the review in the context of what is already 
known.

18

Objectives 4 Provide an explicit statement of questions being addressed with 
reference to participants, interventions, comparisons, outcomes, and 
study design (PICOS).

19

METHODS

Protocol and 
registration

5 Indicate if a review protocol exists, if and where it can be accessed 
(e.g., Web address), and, if available, provide registration information 
including registration number.

61

Eligibility
criteria

6 Specify study characteristics (e.g., PICOS, length of follow-up) and 
report characteristics (e.g., years considered, language, publication 
status) used as criteria for eligibility, giving rationale.

62

Information
sources

7 Describe all information sources (e.g., databases with dates of 
coverage, contact with study authors to identify additional studies) in 
the search and date last searched.

62

Search 8 Present full electronic search strategy for at least one database, 
including any limits used, such that it could be repeated.

62

Study
selection

9 State the process for selecting studies (i.e., screening, eligibility, 
included in systematic review, and, if applicable, included in the meta­
analysis).

62

Data collection 
process

10 Describe method of data extraction from reports (e.g., piloted forms, 
independently, in duplicate) and any processes for obtaining and 
confirming data from investigators.

62

Data items 11 List and define all variables for which data were sought (e.g., PICOS, 
funding sources) and any assumptions and simplifications made.

62

Risk of bias in
individual
studies

12 Describe methods used for assessing risk of bias of individual studies 
(including specification of whether this was done at the study or 
outcome level), and how this information is to be used in any data 
synthesis.

62

Summary
measures

13 State the principal summary measures (e.g., risk ratio, difference in 
means).

-
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Synthesis of 
results

14 Describe the methods of handling data and combining results of 
studies, if done, including measures of consistency (e.g., I2) for each 
meta-analysis.

Risk of bias 
across studies

15 Specify any assessment of risk of bias that may affect the cumulative 
evidence (e.g., publication bias, selective reporting within studies).

-

Additional
analyses

16 Describe methods of additional analyses (e.g., sensitivity or subgroup 
analyses, meta-regression), if done, indicating which were pre­
specified.

RESULTS

Study
selection

17 Give numbers of studies screened, assessed for eligibility, and included 
in the review, with reasons for exclusions at each stage, ideally with a 
flow diagram.

62

Study
characteristics

18 For each study, present characteristics for which data were extracted 
(e.g., study size, PICOS, follow-up period) and provide the citations.

72,73

Risk of bias 
within studies

19 Present data on risk of bias of each study and, if available, any 
outcome level assessment (see item 12).

-

Results of
individual
studies

20 For all outcomes considered (benefits or harms), present, for each 
study: (a) simple summary data for each intervention group (b) effect 
estimates and confidence intervals, ideally with a forest plot.

72,73

Synthesis of 
results

21 Present results of each meta-analysis done, including confidence 
intervals and measures of consistency.

-

Risk of bias 
across studies

22 Present results of any assessment of risk of bias across studies (see 
Item 15).

-

Additional
analysis

23 Give results of additional analyses, if done (e.g., sensitivity or subgroup 
analyses, meta-regression [see Item 16]).

64-85

DISCUSSION

Summary of 
evidence

24 Summarize the main findings including the strength of evidence for 
each main outcome; consider their relevance to key groups (e.g., 
healthcare providers, users, and policy makers).

72,73,85

Limitations 25 Discuss limitations at study and outcome level (e.g., risk of bias), and at 
review-level (e.g., incomplete retrieval of identified research, reporting 
bias).

64-85

Conclusions 26 Provide a general interpretation of the results in the context of other 
evidence, and implications for future research.

86

FUNDING

Funding 27 Describe sources of funding for the systematic review and other 
support (e.g., supply of data); role of funders for the systematic review.

6

Source: Liberati et al., 2009.


