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A gestdo eficiente de insumos hospitalares é fundamental para garantir a sustentabilidade operacional
e a qualidade dos servicos de saiide. Em ambientes caracterizados por alta variabilidade de consumo e
complexidade operacional, a previsao de demanda baseada em séries temporais torna-se uma ferramenta
estratégica para apoiar a tomada de decisao. Este estudo propde a aplicacao e comparacao de diferentes
técnicas de previsdo para estimar o consumo de materiais hospitalares, com foco em insumos de limpeza.
Os dados foram extraidos do sistema corporativo de gestao de almoxarifado do hospital e submetidos a
procedimentos de tratamento, incluindo correcao de outliers por meio do método do intervalo interquartil
e agregacao temporal. Foram avaliados modelos estatisticos tradicionais (ARIMA e SARIMA), média mével,
redes neurais LSTM e uma abordagem de rolling forecasting baseada em LSTM. Os resultados indicam que
o modelo LSTM com rolling forecasting apresentou o melhor desempenho, com menores erros de previsao,
evidenciando maior capacidade de adaptacao a mudancas recentes no padrao de consumo e maior adequagao
ao contexto hospitalar.
Palavras-chave: Previsao de demanda, logistica hospitalar, aprendizado de maquina

Efficient hospital supply management is essential to ensure operational sustainability and maintain health-
care service quality. In environments characterized by high consumption variability and operational complexity,
time series demand forecasting becomes a strategic tool to support decision-making. This study proposes
the application and comparison of different forecasting techniques to estimate the consumption of hospital
supplies, focusing on cleaning materials. The data were extracted from the hospital’s inventory management
system and subjected to preprocessing procedures, including outlier correction using the interquartile range
method and temporal aggregation. Traditional statistical models (ARIMA and SARIMA), moving averages,
Long Short-Term Memory (LSTM) neural networks, and an LSTM-based rolling forecasting approach were
evaluated. The results show that the LSTM model with rolling forecasting achieved the best predictive perfor-
mance, presenting lower forecast errors and greater adaptability to recent changes in consumption patterns,
demonstrating its suitability for dynamic hospital environments.
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1. Introducao

A gestdo eficiente de insumos hospitalares é um fator
critico para a sustentabilidade operacional e a quali-
dade do atendimento em instituicdes de satide. Em
um contexto marcado por alta complexidade, variabi-
lidade de consumo e restricdoes orcamentdrias, torna-
se essencial adotar métodos quantitativos capazes de
apoiar o planejamento e a tomada de decisdo base-
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ada em dados histéricos. Nesse cendrio, a previsao de
demanda por meio de séries temporais surge como
uma ferramenta estratégica, permitindo antecipar va-
riacoes no consumo de materiais e reduzir riscos as-
sociados a falta ou ao excesso de estoque. Este projeto
propoe a aplicacdo e comparacao de diferentes téc-
nicas de previsdo de séries temporais em ambiente
hospitalar, analisando seus desempenhos por meio
de métricas quantitativas e avaliando sua adequacgao
frente as caracteristicas especificas desse tipo de dado.
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1.1. Previsao no ambiente hospitalar

Dentro do ambiente hospitalar o conceito de previsao
vem sendo aplicado para a antecipacao e estudos de
doencas, sendo essas técnicas utilizadas em conjunto
de variaveis externas, como demonstra Martins et al.
(2025). Quando observamos no ambito operacional,
podemos aplicar em diversas frentes como a limpeza
de areas, ocupacao de leitos, manutencao. Isso reforca
que quando um hospital tem a capacidade de flexibili-
zar e adaptar os seus processos operacionais, 0 mesmo
sofre um efeito positivo (Naser et. al,2023).

Um exemplo pratico é o estudo realizado no Bushehr
Heart Hospital, no Ira, em que a simulacao de eventos
foi utilizada para diagnosticar e otimizar o fluxo de pa-
cientes. Essa abordagem permitiu identificar causas
de filas e sobrecarga de trabalho, propondo solucdes
baseadas em modelagem e otimizagao de processos, o
que resultou em melhoria no tempo de atendimento e
no bem-estar das equipes (Tello et al., 2022).

Sendo assim, podemos notar que o uso de ferramentas
de previsdo no contexto operacional hospitalar nao
apenas melhora a alocacao de recursos, mas também
contribui para reduzir custos, consolidando uma cul-
tura de tomada de decisdo baseada em dados.

1.2. LSTM (Long Short-Term Memory)

As Redes Neurais Artificiais (RNAs) constituem uma
das principais classes de modelos de aprendizado de
madquina, inspiradas no funcionamento do cérebro hu-
mano. A ideia central dessas redes é a capacidade de
aprender padrdes por meio do ajuste dos pesos das co-
nexdes entre unidades chamadas neuronios artificiais
(HAYKIN, 1999). Esses modelos sdo capazes de aproxi-
mar funcdes complexas, identificar relagdes nao linea-
res e generalizar comportamentos a partir de exemplos
observados.

Dentro das arquiteturas cldssicas de redes neurais,
as Redes Neurais Recorrentes (RNNs) representaram
um avang¢o importante ao introduzir um mecanismo
de memodria interna. Diferentemente das redes feed-
forward, que processam as entradas de forma indepen-
dente, as RNNs mantém estados ao longo do tempo,
permitindo a modelagem de dependéncias sequenci-
ais (RUMELHART; HINTON; WILLIAMS, 1986). Essa
caracteristica tornou as RNNs especialmente adequa-
das para tarefas como:

* previsdo de séries temporais;
e processamento de linguagem natural;
* reconhecimento de padrdes sequenciais;
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e modelagem de dependéncias temporais em da-
dos clinicos.

Apesar dessas vantagens, as RNNs tradicionais apre-
sentam limitagdes significativas, principalmente asso-
ciadas aos problemas de vanishing gradient e explo-
ding gradient, que dificultam o aprendizado de rela-
¢oes de longo prazo em sequéncias extensas.

Foi nesse contexto que Hochreiter e Schmidhuber
(1997) propuseram as redes Long Short-Term Memory
(LSTM), uma variagdo das RNNs desenvolvida para
lidar de forma mais eficiente com dependéncias tem-
porais de longo alcance. O principal diferencial das
LSTM estd na introducdo de mecanismos de controle
do fluxo de informacao, conhecidos como gates (por-
tas):

e input gate — controla quais informacgoes devem
ser adicionadas a memoria;

e forget gate — define quais informac¢des devem
ser descartadas;

* output gate — regula quais informacdes serdao
utilizadas como saida.

Esses mecanismos permitem que a rede preserve
informacdes relevantes por periodos prolongados, evi-
tando o esquecimento prematuro e tornando o pro-
cesso de aprendizado mais estavel. Em razao dessas
caracteristicas, as LSTM tornaram-se uma das arqui-
teturas mais populares para aplicacdes envolvendo
séries temporais, incluindo dominios como satide, pre-
visdo de demanda hospitalar e andlises operacionais.

A evolucao das redes neurais, no entanto, nao se li-
mitou as LSTM. Arquiteturas mais recentes, como as
Gated Recurrent Units (GRU) (CHO et al., 2014) e mo-
delos baseados em mecanismos de atencao, como os
Transformers (VASWANI et al., 2017), também foram
desenvolvidas com o objetivo de capturar dependén-
cias de longo prazo. Ainda assim, as LSTM permane-
cem amplamente utilizadas devido a sua estabilidade,
interpretabilidade relativa e bom desempenho em sé-
ries temporais estruturadas, como aquelas encontra-
das em ambientes hospitalares.

1.3. ARIMA e SARIMA

Quando falamos de dados distribuidos no tempo, nao
podemos fugir de explicar as séries temporais. Esses
modelos constituem a base das abordagens estatisticas
tradicionais para previsdo em séries temporais, utili-
zando padroes histéricos para estimar valores futuros.
Antes da popularizacdo de métodos de aprendizado
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de maquina, modelos como ARIMA e SARIMA eram
amplamente adotados como padrdo em estudos de
previsao (BOX; JENKINS; REINSEL, 2008).

1.3.1. ARIMA

O método ARIMA é um modelo tradicional da estatis-
tica que significa “autorregressivo integrado de médias
moveis”. Segundo o livro de BOX; Jenkins e Reinsel O
ARIMA é composto por trés componentes:

ARIMA(p,d, q) = AR(p) + I(d) + MA(q)

AR (Componente Autorregressivo):
Consiste em utilizar os valores prévios que aparecem
na série temporal para prever os valores futuros, par-
tindo do pressuposto de que existe um padrao nos
dados passados que ajuda a prever o futuro.

Yi=ct+@pr&i1+@oer2+-+@QpEr—p+Er

Onde:
@i sdo coeficientes autorregressivos;
&, é um erro aleatério (ruido branco), com média zero
e variancia constante.

I (Componente Integrado):
Esse componente serve para deixar a série mais esta-
vel com o passar do tempo, consistindo em remover
tendéncias, garantindo média e varidncia constante ao
longo do tempo.

Y/ =Y, - Y,

MA (Componente Média Mével):
Essa parte utiliza os erros do passado para prever o pro-
ximo valor da série temporal, sendo uma combinacao
linear de erros.

Yt:C+01£t_1 +925t—2+“‘+9q5t—q+5t

Onde:
Y; representa o valor observado da série temporal no
instante t;
¢ é uma constante que representa o termo médio da
série;
0 sao os coeficientes de média movel;
& é um erro aleatorio (ruido branco), com média zero
e variancia constante.

1.3.2. SARIMA

Segundo o livro de Box, Jenkins e Reinsel, o SARIMA é
composto pela combinacdo do método ARIMA citado
acima com componentes sazonais.

http://aabo.leg.ufpr.br/tcc

SARIMA(p,d, q)(P,D, Q)

P (Componente Sazonal Autorregressivo):
Assim como no AR(p), o componente sazonal autorre-
gressivo supoe que o valor atual depende de valores
anteriores, porém defasados de um ciclo completo.

Y =®1Y s+ DY o5+ +DpY;_ps

D (Componente de Diferenciacao Sazonal):
Remove padroes repetitivos, deixando a série estaci-
ondria em termos sazonais, o que € necessdrio para
aplicar as propriedades estatisticas do modelo.

Y/ =Y - Y

Q (Componente de Média Mével Sazonal):
Assim como a média mével tradicional, o componente
MA sazonal utiliza erros passados, mas também defa-
sados por multiplos do periodo sazonal:

Yt:®1€I—S+®2€I—23+"'+®QE[—QS+€I

1.4. Médias Méveis (MA)

Segundo Shumway e Stoffer (2017), a média moével é
uma técnica fundamental de suavizacao usada para
reduzir a variabilidade de curto prazo e evidenciar pa-
droes estruturais de uma série temporal. Ela funciona
aplicando uma janela deslizante que calcula a média
dos valores mais recentes, permitindo identificar ten-
déncias e ciclos sem a interferéncia de ruidos aleat6-
rios.

1.5. Rolling Forecasting

O rolling forecasting é uma forma de gerar previsdes
de maneira continua, sempre atualizando o modelo
conforme novos dados chegam. Essa abordagem é es-
pecialmente util quando a série temporal muda com
frequéncia, seja por variacdes naturais, instabilidade
dos dados ou alteragées no comportamento ao longo
do tempo.

De acordo com Inoue, Jin e Rossi (2017), a grande van-
tagem desse método é que ele considera que os para-
metros estatisticos nao sao fixos — eles podem evoluir.
Por isso, 0 desempenho do modelo depende muito do
tamanho da janela escolhida: ela precisa ser grande
o suficiente para capturar as relagdes importantes da
série, mas também deve evitar incluir dados antigos
que ja ndo tém relagdo com o cendrio atual.

Na prética, essa estratégia costuma se sair melhor do
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que modelos que usam todo o histérico, principal-
mente quando a série passa por rupturas, mudancas de
tendéncia ou apresenta outliers. A cada nova previsao,
o modelo é reestimado usando apenas os dados mais
recentes, o que permite que ele acompanhe rapida-
mente alteracdes na demanda, sazonalidade ou qual-
quer evento externo que impacte o comportamento
da série.

2. Desenvolvimento

2.1. Conjunto de dados

Os dados utilizados neste estudo sdo provenientes do
software corporativo responsével pela gestao dos almo-
xarifados do hospital. Esse sistema centraliza todas as
movimentacoes relacionadas ao consumo de materi-
ais, permitindo a extra¢do de informagdes estruturadas
em duas tabelas principais, denominadas neste traba-
lho como “tabela consumo” e “dimensao produtos”.

A "tabela consumo"retine o histérico de utilizacao dos
materiais, contendo registros de todas as saidas do es-
toque para as operagdes internas de limpeza. Entre
suas varidveis, destacam-se: data do consumo, c6digo
do item e quantidade utilizada, o que possibilita anali-
sar o comportamento temporal e operacional do uso
dos materiais no hospital.

Por outro lado, a "dimensao produtos"contém as infor-
macoes cadastrais dos itens presentes no almoxarifado.
Essa tabela funciona como um repositério de atribu-
tos descritivos, incluindo cédigo do produto, nome,
categoria, custo unitario, unidade de medida, e outras
caracteristicas relevantes para a identificacao e seg-
mentacao dos itens. A juncdo entre as duas tabelas
permite contextualizar cada consumo dentro de seu
grupo de produtos, fornecendo um panorama com-
pleto para andlises e aplicacao de técnicas de previsao.
A organizacdo nesse formato possibilita a construcao
de séries temporais por item, favorecendo a aplicacao
de modelos estatisticos e de aprendizado de maquina
para prever o uso futuro de materiais hospitalares.

2.2. Definicao do problema

O objetivo central deste estudo é prever a quantidade
de unidades de materiais hospitalares que serao utiliza-
das em um periodo futuro previamente definido. Essa
previsdo é fundamental para apoiar decisoes de pla-
nejamento e gestao de estoques, permitindo reduzir
rupturas, otimizar compras e manter a disponibilidade
continua dos itens essenciais as atividades hospitala-
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res.
Avaridvel alvo (target) corresponde ao consumo futuro
de cada item, medido em unidades, e sua previsao é
formulada como um problema de série temporal. A
partir do comportamento histérico de consumo, extra-
ido da "tabela consumo", busca-se identificar padroes,
sazonalidades, oscilacdes e tendéncias que possam
orientar a estimativa da demanda nos periodos subse-
quentes.

Considerando a natureza dindmica do ambiente hos-
pitalar, onde fatores como sazonalidade, mudancas
operacionais e flutuacdo no volume de atendimentos
podem influenciar o consumo, a previsao torna-se um
elemento essencial para a gestao eficiente do almoxa-
rifado. Assim, o presente trabalho busca avaliar mo-
delos capazes de capturar essas variacoes e fornecer
previsdoes com assertividade, contribuindo para uma
tomada de decisdo mais assertiva e baseada em dados.

2.3. Implementacao dos modelos
2.3.1. Preparacao dos dados

Com a série didria consolidada, foi aplicado um pro-
cedimento para identificacdo e correcdo de valores
anomalos (outliers). Utilizou-se o método do intervalo
interquartil (IQR), no qual inicialmente sao calcula-
dos os quartis Q1 e Q3. A partir deles, determina-se o
IQR (Q3-Q1) e, com base nesse intervalo, calculam-se
os limites inferior e superior que definem o intervalo
aceitavel da série. Observacgdes que ultrapassam esses
limites sdo consideradas outliers.

Em vez de eliminar tais registros,o que poderia com-
prometer a continuidade da série temporal, optou-se
por substitui-los pela mediana de uma janela mével de
trés dias. Esse procedimento preserva a consisténcia
temporal do conjunto de dados, a0 mesmo tempo que
reduz oscilagdes artificiais que poderiam prejudicar o
desempenho do modelo de previsao.

Como o objetivo do estudo é realizar previsdes em
periodicidade mensal, a série didria tratada foi pos-
teriormente agregada por més, por meio da soma do
consumo total de cada periodo. Essa transformacgao
resulta em uma série temporal mensal mais estavel e
apropriada para a aplicacao de modelos. Para padro-
nizacao e melhor legibilidade, a data representativa
de cada periodo foi convertida para o primeiro dia do
respectivo meés.
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2.3.2. LSTM

Dado que modelos de redes neurais apresentam me-
lhor desempenho quando operam em escalas numéri-
cas uniformes, aplicou-se a técnica de normalizacao
Min-Max, transformando os valores da série para o in-
tervalo entre 0 e 1. Esse processo evita que diferencas
de magnitude influenciem indevidamente o processo
de aprendizagem.

Como redes LSTM dependem de janelas temporais
para capturar dependéncias sequenciais, a série men-
sal foi convertida em sequéncias, adotando uma ja-
nela de 10 meses. Assim, para prever o valor do més
seguinte, 0 modelo recebe como entrada as dez obser-
vacoes mensais anteriores. Essa estrutura transforma
a série em uma matriz tridimensional no formato exi-
gido pela LSTM:

(samples, timesteps, features)

na qual samples corresponde ao niimero total de
janelas temporais formadas a partir da série original;
timesteps representa a quantidade de observacdes
consecutivas utilizadas como entrada do modelo em
cada janela temporal, sendo neste estudo definido
como igual a 10; e features indica o niimero de va-
ridveis consideradas em cada instante de tempo, as-
sumindo valor igual a 1, correspondente ao consumo
mensal.

O modelo construido apresenta arquitetura simples
e eficiente para séries univariadas. Ele é composto por
uma camada LSTM com 50 neuronios, utilizando fun-
cao de ativacao ReLU e formato de entrada (10, 1), se-
guida por uma camada Dense com um Unico neuro6nio,
responsavel pela geracdo da previsdo do préximo valor
da série.

A rede foi treinada utilizando o otimizador Adam e
a funcao de perda Mean Squared Error (MSE), esco-
lhas adequadas para problemas de regressao e séries
temporais continuas.

2.3.3. ARIMA/SARIMA

Além da aplicacdo de modelos baseados em redes neu-
rais, este estudo avaliou o desempenho de duas abor-
dagens estatisticas amplamente utilizadas em séries
temporais: os modelos ARIMA e SARIMA. Ambos foram
ajustados de forma automatizada utilizando o pacote
pmdarima, que identifica as melhores configuracoes
de parametros a partir dos dados histéricos.

A série originalmente mensal foi convertida para fre-
quéncia semanal, gerando um conjunto de observa-
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cOes mais granular, adequado para modelos que cap-
turam periodicidade curta e padrdes sazonais. Em se-
guida, a série foi dividida em duas partes:

* 80% para treinamento
* 20% para teste

Essa divisao permite avaliar o desempenho dos mo-
delos em valores ndo utilizados durante o ajuste, ga-
rantindo uma validacao mais realista.

A modelagem ARIMA foi realizada por meio da fun-
¢do auto_arima, que busca automaticamente os me-
lhores valores para os parametros:

e p — ordem autorregressiva
e d — grau de diferencia¢do
¢ g— ordem da média movel

Essa selecao é feita com base em critérios estatisti-
cos, como o AIC (Akaike Information Criterion). Ap6s
a selecdo do modelo 6timo, a série de treinamento foi
ajustada e foram geradas previsdes para o conjunto de
teste.

O modelo ARIMA retorna previsdes univariadas, sem
considerar efeitos sazonais explicitos, servindo como
referéncia para avaliar a necessidade de modelagem
mais complexa.

Para capturar possiveis padroes sazonais semanais
(como flutuacgdes recorrentes durante o ano), foi ajus-
tado também um modelo SARIMA, que estende o ARIMA
ao incluir componentes sazonais. Nesse caso, utilizou-
se:

¢ Sazonalidade semanal: s = 52
¢ Busca automadtica de parametros nao sazonais
(p,d, q) e sazonais (B, D, Q)

O auto_arimaidentifica tanto a ordem nao sazonal
quanto a estrutura sazonal que melhor explica o com-
portamento da série ao longo das semanas. Ap6s o
ajuste, o modelo foi usado para prever os mesmos pon-
tos da etapa de teste, permitindo uma compara¢ao
direta com o ARIMA.

2.3.4. Médias Mdveis

Além dos modelos anteriores, foi avaliado o desempe-
nho de uma abordagem estatistica simples e ampla-
mente utilizada em séries temporais: a média movel.
Esse método consiste em suavizar a série por meio da
meédia das dltimas observacdes dentro de uma janela
fixa, reduzindo flutuagdes de curto prazo e destacando
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tendéncias gerais ao longo do tempo.

Para este estudo, foi utilizada uma janela de 5 periodos
mensais, o que significa que a previsdo gerada para
cada més corresponde a média dos cinco consumos
anteriores. A escolha dessa janela busca equilibrar su-
avizacgdo e responsividade: janelas maiores tendem a
produzir séries mais estaveis, enquanto janelas meno-
res se ajustam mais rapidamente a variagdes recentes.
Ap6s o célculo da média mével, os valores foram ali-
nhados temporalmente de forma que apenas periodos
com histérico suficiente fossem considerados, garan-
tindo a correta comparacao entre valores reais e esti-
mados.

2.3.5. Aplicacdo do Rolling Forecasting

Para enfrentar o dilema da alta variabilidade dos dados,
foi adotado o modelo de rolling forecasting com LSTM,
que permite atualizar o modelo a cada nova observa-
¢ao, simulando uma situacao mais préxima do uso real
em ambiente operacional.

Como redes LSTM dependem de sequéncias de en-
trada, a primeira etapa consistiu em transformar a sé-
rie semanal em janelas deslizantes. Para isso, foi defi-
nida uma janela de 3 semanas, de modo que:

* as trés observacoes anteriores constituem a en-
trada (X);
e a quarta observacao corresponde ao valor alvo

(»).

Essa estratégia cria pares de treino que capturam de-
pendéncias curtas da série. Formalmente, a operacao
produz tensores no formato:

(samples, timesteps=3, features=1)

garantindo compatibilidade com a arquitetura da
LSTM.

Para avaliar o modelo de forma realista, a série sema-
nal foi dividida em:

¢ Treino: todas as semanas, exceto as ultimas qua-
tro;

e Teste: as quatro ultimas semanas, que o modelo
deve prever.

Esse formato simula o cendrio operacional em que
previsoes sdo geradas para periodos futuros ainda nao
observados.

O modelo utilizado possui arquitetura enxuta, ade-
quada para séries univariadas e para experimentos
com janela curta. Ele é composto por:
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e Uma camada LSTM com 50 neuronios e ativacao
tanh;

e Uma camada Dense (1 neurdnio) para retornar a
previsao.

A rede é treinada com:

e Otimizador Adam (learning rate = 0.01);
e Funcao de perda MSE.

Essa escolha busca equilibrar velocidade de treina-
mento e estabilidade da convergéncia.

Ap6s o treinamento inicial com o conjunto de treino,
foi aplicada a técnica de rolling forecasting, que simula
0 uso do modelo em producao. O procedimento funci-
ona da seguinte forma:

1. Para cada ponto do conjunto de teste, o modelo
recebe como entrada as ultimas 3 semanas dis-
poniveis;

2. O modelo produz uma previsdao normalizada
para a proxima semana;

3. Aprevisao é armazenada e, em seguida, o valor
real observado naquela semana é adicionado ao
histérico;

4. O modelo é reentrenado rapidamente com o his-
toérico atualizado, utilizando poucas épocas (10),
de forma a incorporar informacgdes recentes.

Esse processo é repetido até que todas as semanas
do periodo de teste tenham sido previstas. A aborda-
gem rolling forecasting permite que o modelo esteja
sempre adaptado as mudancas mais recentes da série,
caracteristica fundamental para ambientes hospitala-
res, onde o consumo pode variar rapidamente.

Como a série foi previamente normalizada para o
intervalo [0, 1], as previsoes geradas pela LSTM precisa-
ram ser reconvertidas para a escala original utilizando
o inverso do Min-Max Scaler. Isso permite que as pre-
visdes sejam comparadas diretamente com os valores
reais da varidvel de interesse.

3. Resultados

3.1. Comparacao dos modelos

Para a anélise de desempenho dos modelos de previ-
sao, foi escolhido o produto Luva de Procedimento G,
responsdvel por aproximadamente 50% do custo total
dos insumos de limpeza do hospital. Além disso, trata-
se do item com maior consumo, o que torna a anélise
de sua previsao especialmente relevante para a gestao
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Consumo Mensal - LUVA DE PROCEDIMENTO G - CX C/50

Quantidade Consumida
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Figura 1: Consumo da Luva de Procedimento G ao longo do
periodo analisado.

de estoques e planejamento de compras, conforme
ilustrado na Figura 1.

Os modelos avaliados foram: LSTM, ARIMA/SARIMA,
Média Movel e Rolling Forecasting baseado em LSTM.
Os resultados obtidos estdo resumidos na Tabela 1.

Modelo MSE RMSE MAE RZ/MAPE
LSTM 19012.12 137.88 114.83 0.17
ARIMA/SARIMA 19012.12 41.97 - 250 (MAPE)
Média Movel 14725.85 121.35 101.35 0.31

Rolling Forecasting (LSTM) - 33.33 28.52 -

Tabela 1: Desempenho dos modelos de previsao para o pro-
duto Luva de Procedimento G.

As métricas apresentadas na Tabela 1 foram utiliza-
das para avaliar o desempenho preditivo dos modelos
analisados. O Mean Squared Error (MSE) mede a média
dos quadrados dos erros entre os valores observados e
previstos, penalizando de forma mais severa erros de
maior magnitude. O Root Mean Squared Error (RMSE)
corresponde a raiz quadrada do MSE, expressando o
erro médio na mesma unidade da varidvel original, o
que facilita sua interpretacao prética. O Mean Absolute
Error (MAE) representa a média dos valores absolutos
dos erros de previsao, sendo menos sensivel a valores
extremos quando comparado ao MSE e ao RMSE.

Além dessas métricas, o coeficiente de determinacao
(R?) indica a proporc¢do da variabilidade dos dados ob-
servados explicada pelo modelo, assumindo valores en-
tre 0 e 1, sendo que valores mais proximos de 1 indicam
melhor ajuste. Para o modelo ARIMA/SARIMA, optou-
se pela utilizacdo do Mean Absolute Percentage Error
(MAPE), que expressa o erro médio em termos per-
centuais, permitindo avaliar a magnitude relativa dos
erros de previsdo em relagdo aos valores reais. Ressalta-
se, entretanto, que os modelos foram treinados sob
condicdes distintas, com diferentes configuracoes de
parametros e estratégias de ajuste, visando extrair o
melhor desempenho possivel de cada abordagem, o
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que deve ser considerado na interpretacdao compara-
tiva dos resultados.

Os graficos apresentados a seguir evidenciam visual-
mente a diferenca de performance entre os modelos
mencionados.

Comparagio - Valores Reais vs Média Movel

— Valores reais
00 —— Média Mével (5)

Figura 2: Performance da média moével

A Figura 2 apresenta a comparacao entre os valores
reais de consumo e os valores estimados pelo modelo
de Média M6vel com janela de cinco periodos. A sé-
rie representada pela linha continua corresponde aos
valores observados, os quais apresentam elevada vari-
abilidade ao longo do tempo, com oscilacdes abruptas
e picos de consumo em determinados meses.

Validagao de Previsdo: ARIMA vs SARIMA

Treino

202107 2022-01 202207 202301 202307 202401 2024-07 2025-01 2025-07
Data

Figura 3: Performance dos modelos ARIMA e SARIMA

A Figura 3 apresenta a validacao das previsdes obti-
das pelos modelos ARIMA e SARIMA, comparando os
valores reais observados com as estimativas geradas
para o periodo de teste. A série em cinza representa
os dados utilizados no treinamento, enquanto a linha
preta corresponde aos valores reais no intervalo de
validacao.

Observa-se que ambos os modelos produziram pre-
visdes praticamente constantes ao longo do horizonte
analisado, conforme ilustrado pelas curvas referentes
ao ARIMA e ao SARIMA. Esse comportamento indica
que os modelos capturaram predominantemente o ni-
vel médio da série histérica, apresentando dificuldade
em reproduzir a variabilidade e as oscilacoes observa-
das nos dados reais.
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Previsao LSTM
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s00 — Previsto
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Figura &4: Performance da RNN LSTM

A Figura 4 apresenta a comparacao entre os valores
reais de consumo e os valores estimados pelo modelo
de LSTM. A série representada pela linha continua cor-
responde aos valores observados, os quais apresentam
elevada variabilidade ao longo do tempo, com oscila-
¢coes abruptas e picos de consumo em determinados
meses. Pode ser notado que o modelo simples de LSTM
captou pouco a variacdo dos dados reais.

Rolling Forecasting com LSTM - Dados Semanais

Histérico
300 1 — Real (Teste)
~®- Rolling Forecast (LSTM)

100 i 1 A %
i
"
3
Y \r | |

2021-07 202201 202207 2023-01 2023-07 2024-01 2024-07 2025-01 2025-07
Data

Quantidade

Figura 5: Performance do modelo rolling forecasting com LSTM

A Figura 5 apresenta a comparacao entre os valores
reais de consumo e os valores estimados pelo modelo
de LSTM com aplicacdo do Rolling Forecasting. E possi-
vel notar que o modelo pode captar melhor a variacao
para o periodo a frente previsto. Fato este que ja havia
sido analisado na tabela 1

4. Conclusao

Entre todos os modelos avaliados, o LSTM com Rol-
ling Forecasting apresentou o melhor desempenho,
alcancando os menores valores de erro (MAE = 28.52 e
RMSE = 33.33). Esse resultado demonstra a capacidade
do modelo de se adaptar continuamente ao compor-
tamento recente da série, reduzindo efeitos de drift e
lidando melhor com a volatilidade observada no con-
sumo do produto.

O modelo LSTM estético, por outro lado, apresentou
ajuste limitado e erros significativamente mais altos,
evidenciando dificuldade em capturar a dindmica tem-
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poral quando treinado apenas uma vez. Ja os modelos
ARIMA e SARIMA, mesmo ap0s a sele¢do automatica
de parametros, mostraram desempenho insatisfatorio,
com MAPE elevado e incapacidade de acompanhar
mudancas abruptas.

A Média Movel serviu como baseline para o estudo,
oferecendo uma referéncia simples de comparacao,
porém com precisao inferior as abordagens baseadas
em redes neurais.

Assim, conclui-se que o uso de Rolling Forecasting
com LSTM foi a estratégia mais adequada para a série
temporal utilizada, apresentando melhor desempenho
preditivo em comparacao aos demais modelos avali-
ados. Ademais, vislumbra-se como possibilidade de
trabalhos futuros a expansao do estudo por meio da
aplicacao do Rolling Forecasting em outros modelos
de previsao, como ARIMA e SARIMA. Para trabalhos fu-
turos, recomenda-se ainda aprofundar a comparacao
entre os métodos sob condicdes experimentais mais
homogéneas, bem como avaliar o uso de abordagens
hibridas e ajustes nas janelas temporais, de modo a
ampliar a robustez e a confiabilidade das previsoes.
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