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RESUMO

No cenário econômico atual, o mercado consumidor tem exigido produtos com maior 
qualidade e com prazos de fornecimento cada vez menores. Nas indústrias, uma das 
grandes dificuldades para os responsáveis pelas linhas de produção é o gerenciamento 
adequado dos níveis dos estoques dos produtos. Assim, um problema é o 
dimensionamento dinâmico desses estoques, sabendo-se que cada produto é composto 
por muitos itens. Procura-se uma forma de proporcionar ao cliente uma pronta entrega 
ou, pelo menos, não comprometer prazos acordados com os clientes e, muito menos, 
não causar interrupções na produção por falta de materiais (diversos itens 
componentes). Uma restrição de suma importância, dentro do competitivo mercado, é 
o custo de se manter em estoque produtos por períodos de tempo desnecessários. Para 
tomar decisões com antecedência, os responsáveis necessitam de previsões confiáveis 
que podem ser obtidas pelos métodos de previsão para séries temporais. O estudo 
aborda os métodos conhecidos como automáticos. Dentre os métodos automáticos, 
foram utilizados os modelos de Alisamento Exponencial Simples, Alisamento 
Exponencial Linear de Brown e Alisamento Exponencial Sazonal de Holt-Winters. 
Modelos que se ajustam a comportamentos diferentes e que levam em consideração as 
componentes de tendência, sazonalidade e aleatoriedade. Propõe-se uma metodologia 
que, apoiada em programa computacional e no histórico da demanda de vendas e 
utilizando as metodologias citadas, será capaz de prever, para o período solicitado, a 
demanda de um determinado produto, bem como dos itens que o compõem. Esta 
metodologia pretende fornecer informações para um planejamento adequado da 
produção, bem como um gerenciamento ótimo de estoques. Operacionalmente, 
produzirá relatórios direcionados aos administradores da produção e de materiais da 
planta industrial, informando as quantidades dos vários produtos em estoque, sua 
demanda futura e as necessidades de componentes para a produção prevista a fim de se 
manter o nível ótimo de estoque.
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ABSTRACT

In the current economic scenery, the buyer’s market has demanded products with more 
quality and supplying terms shorter and shorter. In industries, one of the great 
difficulties for the persons in charge of production lines is the appropriate management 
conceming the leveis o f product stocks. Within this realm, a problem is the dynamic 
sizing of these stocks, with the knowledge that each product is composed by many 
items. It becomes neeessary to find out a way to provide the customer a prompt 
delivery or, at least, not to jeopardize terms agreed on with the customers and, much 
less, not to cause interruptions in the production due to lack of materiais (the diverse 
component items). A restriction of utmost importance, inside of the competitive 
market, is the cost to keep products in stock for unnecessary periods of time. In order 
to make decisions in advance, the responsible ones need trastworthy forecasts that can 
be obtained by the methods of forecasting for time series. This study approaches the 
methods known as automatic. Among them, the models used were of Simple 
Exponential Smoothing, Brown’s Linear Exponential Smoothing and Holt-Winters’s 
Seasonal Exponential Smoothing. Models that adjust to different behaviors and that 
take into account the trend components, seasonality and randomness. In this sense, it is 
proposed a methodology that, based on a Computer program and on the description of 
sales demand and using the above mentioned methodologies, will be able to forecast, 
for a requested period, the demand of both a given product as well as the items that 
compose it. This methodology intends to offer information for an appropriate 
production planning and an excellent stock management, as well. Operatíonally, it will 
produce reports directed to the adininistrators of production and materiais of an 
industrial plant, informing the quantity of the several products in stock, its potential 
demand and the necessities o f components for the forecast production in order to keep 
an excellent levei of stock.
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1 INTRODUÇÃO

As indústrias, nos dias atuais, dependem cada vez mais de um mercado 

competitivo e globalizado. São obrigadas a modemizarem-se, caso desejem manter os 

seus mercados ou conquistar novos. Os seus clientes dentro dos mercados, por sua vez, 

estão sendo também cobrados pelos seus respectivos mercados. Então, existe uma 

busca contínua por maior produtividade e consequentemente competitividade. Esta é a 

regra atual. Mas, a busca por novas alternativas, soluções técnicas e econômicas, são 

preocupantes em função da velocidade com que são solicitadas.

O mercado consumidor tem exigido das empresas um atendimento cada vez 

mais flexível, personalizado e rápido. Assim, as empresas têm que se adequar às 

“necessidades dos clientes”. A satisfação do consumidor é um dos objetivos mais 

importantes das empresas. Com esse intuito, tem-se aumentado a atenção dispensada à 

Administração da Produção, que, dentro dos processos de fabricação, procura integrar 

os diversos setores envolvidos visando ao melhor desempenho de todo processo 

produtivo. O planejamento da produção e a integração harmoniosa entre fornecedor, 

fabricante e consumidor têm um papel de destaque no cenário econômico mundial 

atual.

1.1 O PROBLEMA

A Administração da Produção tem como uma de suas principais atribuições 

o gerenciamento de materiais, ou seja, de peças, produtos e matérias-primas 

necessárias ao atendimento dos pedidos e, principalmente, no prazo acordado ou no 

menor tempo possível, normalmente crítico.

A finalidade acima exposta, exige a necessidade de se determinar ao setor de 

compras quanto será necessário comprar de cada material e em que dias estes materiais
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deverão estar disponíveis na fábrica, ou seja, determina “o que”, “quando” e “quanto” 

é necessário comprar e os prazos de entrega.

Em uma indústria, mesmo com os materiais disponibilizados para a linha de 

fabricação e/ou montagem, o processo de produção necessita de uma programação que 

coordene a utilização e aproveitamento dos bens disponíveis, compatibilizando os 

prazos de entrega acordados com as restrições e limitações de fabricação.

Ante a competitividade do mercado, as empresas necessitaram aumentar a 

sua produtividade e uma das maneiras é reduzir os custos. Um dos principais é o da 

manutenção dos níveis de estoques, tanto de matérias-primas e itens para a linha de 

fabricação e montagem, quanto o de produtos acabados. Com isso, os valores 

agregados a materiais na “prateleira” foram reduzidos e puderam ser investidos no 

processo produtivo ou em outras atividades, acelerando o crescimento da 

produtividade.

Uma das principais dificuldades do setor que gerencia a parte de materiais 

está na necessidade de tomar decisões sobre atividades futuras. Portanto, necessita de 

uma previsão da demanda de vendas dos produtos para que possa administrar a 

produção.

A previsão da demanda é a base para o planejamento estratégico da 

produção, vendas e finanças de qualquer empresa. Partindo destes dados, as empresas 

podem desenvolver os planos de capacidade, de fluxo de caixa, de vendas, de 

produção e estoques, de mão-de-obra, de compras, etc..

As previsões têm uma função muito importante nos processos de 

planejamento dos sistemas de produção, pois permitem que os administradores destes 

sistemas antevejam o futuro e planejem adequadamente suas ações. A aplicação de 

métodos de previsão de séries temporais, comprovadainente eficientes, aliadas a 

moderna informática, é a forma mais eficaz de garantir-se previsões confiáveis.
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1.2 OBJETIVO

O principal objetivo deste trabalho é a elaboração de um Sistema de 

Planejamento Estratégico de Materiais (SPEM) para linha de fabricação, que colabore 

com os responsáveis pelo Planejamento e Controle de Produção (PCP) de uma 

indústria de manufatura, na tomada de decisões operacionais e administrativas, 

visando o controle e à diminuição do nível de estoque, e consequentemente redução de 

custo de manutenção dos mesmos. E, ainda, agilizar o tempo de entrega, de 

atendimento a pedidos, indo em direção ao sistema “just in time”. O SPEM, a partir do 

cadastro de componentes e materiais de um determinado produto acabado, baseado no 

histórico da demanda de vendas, deverá ser capaz de gerar previsões através de 

modelos de previsão de séries temporais, e informar quanto de cada componente 

deverá estai' disponível para a linha de fabricação, em cada período futuro previsto. 

Com base nessas informações, poderá ser elaborado um planejamento direcionado do 

PCP. O sistema é programado de forma que o usuário não necessite de grande 

habilidade ou conhecimento em estatística ou qualquer outro inodelamento 

matemático. Necessitando apenas de um treinamento simples.

Os objetivos específicos são:

- criar um sistema otimizado de previsões utilizando os métodos 

automáticos de previsão de séries temporais combinando modelos que 

se ajustam a comportamentos distintos;

- verificar os pontos críticos para um sistema de previsões baseado em 

séries temporais;

- determinar as melhores formas e as dificuldades em implementar o 

controle de materiais em uma indústria.
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1.3 JUSTIFICATIVA

A previsão do volume de vendas, que é uma das variáveis mais importantes 

dentro de um sistema de produção possibilita um planejamento de produção em base 

realista.

Atualmente as empresas, em sua maioria, necessitando de previsões para 

planejamento do seu estoque futuro de matérias-primas, recorrem a informações dos 

setores de vendas e marketing. Outras, possuem programas de computador, que muitas 

vezes são muito complexos para a necessidade apresentada. Desta forma exigem 

conhecimentos específicos da área de estatística que os operadores não dominam. Os 

responsáveis pelo PCP, quando não conseguem as informações necessárias dos setores 

envolvidos, são obrigados a fazer suas próprias estimativas de vendas. Isto pode 

acarretar erros grandes e informações não confiáveis. Existe, então, a necessidade da 

melhoria das previsões, baseá-las em uma metodologia científica apropriada e criar 

uma ferramenta prática e "amigável" ao usuário. Assim, pode-se reduzir os riscos de 

planejamentos errôneos de estoques futuros, que acarretam custos altos na sua 

manutenção, prazos de entrega muito longos ou atrasos nos fornecimentos, por não 

possuir materiais necessários para todos os pedidos.

As ferramentas utilizadas neste trabalho, baseadas nos modelos de previsão 

de séries temporais, seguem a metodologia chamada de modelos automáticos. 

OLIVEIRA (2002) aborda em seu trabalho estimação através do método Box & 

Jenkins (ARIMA), que é uma metodologia paramétrica de difícil automação.

1.4 ESTRUTURA DO TRABALHO

A estrutura deste trabalho é composta pelo capítulo inicial, onde são abordadas as
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preocupações, justificativas e o objetivo deste estudo. Na seqüência, o segundo 

capítulo aborda como se encontram os trabalhos sobre o assunto Séries Temporais e 

como são empregadas, bem como, relata como é tratada a questão da Administração 

da Produção dentro de um processo produtivo e como se relaciona com o 

gerenciamento de materiais.

No capítulo 3 apresenta-se o embasamento teórico utilizado e necessário a 

atingir os objetivos propostos, tanto da modelagem matemática quanto de forma de 

controle e gerenciamento de materiais. Também são apresentados os dados tomados 

como base para comprovar e conferir os resultados esperados.

Os resultados e conclusões obtidas são discutidas e analisadas no último 

capítulo, onde, comparam-se esses resultados com os objetivos traçados e são feitas 

recomendações para futuros trabalhos ou complementações.
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2 REVISÃO DE LITERATURA

2 .1  SÉRIES TEMPORAIS

A utilização da hipótese de que o futuro seja uma continuação do passado, ao 

menos do passado recente, onde as mesmas tendências de crescimento ou declínio 

observadas devem permanecer no futuro, assim como a sazonalidade ou ciclicidade 

observadas no passado, isto pode ser considerado um modelo temporal (CORREA; 

GIANESI; CAON, 2000).

As séries temporais podem ser estudas através de dois enfoques: no 

domínio do tempo, onde se enquadram os modelos paramétricos (número finito de 

parâmetros), abordado neste trabalho, e no domínio da freqüência, modelos não 

paramétricos, onde destaca-se a análise espectral, que é aplicada em ciências físicas e 

engenharia, não fazendo parte deste estudo.

2.1.1 Histórico

Nas décadas de 30 e 40, segundo CHAVES NETO (2000), considerava-se a 

série temporal (ST) {Zt , t = 1,2,3, ... ,n} como composta por 4 componentes, não 

observáveis e distintas: Tt (tendência), St (sazonalidade), Ct (ciclo) e ruído aleatório

(a t) ou sejaZ t = f(Tt, St, Ct, at). As formas de decomposição dessas componentes são:

modelo aditivo: Zt = Tt + St + Ct + at

modelo multiplicativo: Zt = Tt.St. Ct. at 

modelo misto: Zt = Tt. St. Ct+ at .



7

Cita também que WOLD1 (1938), mostrou que qualquer série temporal Zt discreta 

poderia ser representada por modelos AR (auto-regressivos) e MA (médias móveis). 

Porém, só foi possível a implementação destes métodos na década de 60, com o 

advento dos computadores de segunda geração (transistor). O resultado de Wold faz 

parte de uma abordagem mais geral de processos estocásticos desenvolvida, entre 

outros, por Kolmogorov, Wiener e Whittle.

Nas décadas de 50 e 60 foram desenvolvidos os chamados Métodos 

Automáticos de Previsão, que são metodologias que podem ser programadas no 

computador e que requerem pouquíssima ou nenhuma intervenção do analista. 

Correspondem a métodos de ajustamento de curvas com parâmetros seqüencialmente 

atualizados no tempo. Os métodos de alisamento (amortecimento) exponencial 

constituem a formulação mais popular desta categoria.

MAKRIDAKÍS, WHEELWRIGHT e McGEE (1983) citam que os métodos 

de alisamento foram inicialmente desenvolvidos no final do anos 50 por pesquisadores
2 3operacionais. Este desenvolvimento se deve a BROWN (1956), HOLT (1957), e 

ainda MAGEE4 (1958). Brown trabalhou para a Marinha Americana durante a 2a 

Guerra Mundial, onde tinha a missão de desenvolver um sistema de informação para 

calcular a localização de submarinos. Mais tarde, ele aplicou a técnica desenvolvida 

para prever demandas de produtos. A pesquisa de Holt foi suportada pelo Office of 

Naval Research; independentemente de Brown, ele desenvolveu modelos de 

amortecimento exponencial para processos constantes, com tendência linear e para 

séries sazonais.

1 WOLD, W. H. A Study in the analysis of stationary time series. 2. ed. Estocolmo: 
Almquist & Wiksel, 1938.

2 BROWN,RG. Exponential Smoothing for Predicting Demand. Presented at Tenth 
National Meeting of the Operations Research Society of America, San Francisco, 
November 16,1956.

3 HOLT, C.C. Forecasting Seasonal and Trends by Exponentially Weighted Moving 
Averages. Office of Naval Research, Research Memorandum Nr. 52, 1957

4 MAGEE, J.F. Production Planning and Inventory Control. New York: McGraw-Hill,
1958.



Os mais importantes trabalhos desenvolvidos sobre alisamento exponencial, 

segundo CHAVES NETO (2000), foram completados no final dos anos 50 e 

publicados no início dos anos 60. Nestes trabalhos incluem-se os realizados por 

BROWN2 (1956) e HOLT3 (1957) e subsequentemente por MAGEE4 (1958), 

BROWN5 (1959), HOLT ET AL.6 (1960), WINTERS7 (1960), BROWN e MEYER8 

(1961), e BROWN9 (1963). Deste então, o conceito de alisamento exponencial foi 

crescendo e se tomou um método prático com vastas aplicações, principalmente na 

previsão de estoques (inventários).

O trabalho básico sobre alisamento exponencial simples teve dois propósitos: 

introduzir o método para uma vasta audiência de acadêmicos, pesquisadores, 

demostrando sua aplicabilidade e ainda mostrar a teoria dos métodos. Este último 

propósito foi lançado por BROWN e MEYER8 (1961) e continuado pelo trabalho de 

NERLOVE e WAGE10 (1964), THEIL e WAGE11 (1964), e diversos outros 

(MAKRIDAKIS; WHEELWRIGHT; McGEE, 1983).

A teoria fundamental do alisamento exponencial foi construída por BROWN e 

MEYER8 (1961) e nela estabeleceu-se que, em qualquer série temporal {Zh t = 0, 1, 

..., n}, deve existir no tempo 1 um único polinômio representando a série temporal:

5 BROWN, R.G. Statistical Forecasting for Inventory Control. New York: McGraw-Hill,
1959.

6 HOLT, C.C.; MODIGLIANI, F.; MUTH, J.F.; SIMON, H.A. Planning Production 
Inventories and Work Force. Englewood Cliffs, N.J.: Prentice-Hall, 1960.

7 WINTERES, P.R. Forecasting Sales by Exponentially Weighted Moving Averages. 
Management Science, 6, pp. 324-42, 1960.

8 BROWN, R.G.; MEYER, The Fundamental Theorem of Exponential Smoothing. 
Operations Research, 9, nr.5, pp. 673-85 1961.

9 BROWN, R.G. Smoothing, Forecasting and Prediction. Englewood Cliffs, N.J.. 
Prentice-Hall, 1963.

10 NERLOVE, M.; WAGE, S. On the Optimality of Adaptive Forecasting. Management 
Science, 10, nr. 2, pp. 207-24, 1964.

11 THEIL, H., WAGE, S. Some Observations on Adaptive Filtering. Management 
Science, 10, nr. 2, pp. 198-224, 1964.

8
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onde Z í+m é a previsão para o horizonte m estando no instante t e an bt , ct, ..., g t 

são os coeficientes da combinação linear da equação. Os coeficientes da equação 

podem ser estimados como combinações lineares dos valores resultantes dos primeiros 

K+l graus (simples, duplo, triplo, etc.) de alisamento aplicado para os valores Z t. A 

prova deste resultado pode ser encontrado em BROWN e MEYER8 (1961) e BROWN9 

(1963). Estimando os valores de a(, bt , ct , ..., g t requeridos para expressar Z t+m 

como uma expansão em série de Taylor em função de 1 e tomando K derivadas obtém- 

se K equações simultâneas que expressam os graus de alisamento. Todos os métodos 

de alisamento podem ser obtidos a partir deste resultado fundamental, tal como os 

casos especiais dos múltiplos alisamentos exponenciais.

Os Métodos de Amortecimento (Alisamento) Exponencial ainda são muito 

utilizados para suavizar séries temporais discretas e prever valores futuros. A razão 

deste fato é a simplicidade dos métodos e a eficiência computacional. Estas técnicas 

tomaram-se muito populares como métodos de previsão para uma vasta variedade de 

séries temporais (CHAVES NETO, 2000).

Uma propriedade adicional do alisamento exponencial múltiplo é a de que o 

alisamento exponencial é um caso especial da classe geral dos modelos auto- 

regressivos e médias móveis.

Na década de 1970 surgiu a metodologia Box & Jenkins que é considerada, 

sem dúvida, um dos mais importantes trabalhos na área de Previsão de Séries 

Temporais. Foi esse estudo o responsável pelo grande desenvolvimento e pela 

correspondente formalização da área de estudo de Séries Temporais. O trabalho dos 

pesquisadores Box e Jenkins foi baseado no importante resultado de WOLD1 (1938): 

“qualquer série temporal pode ser representada por uma estrutura de médias móveis 

infinita”, ou melhor, “qualquer processo estocástico estacionário Yt pode ser
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representado como a soma de dois processos mutuamente inlerrelacionados, Yt = Dt + 

A t, onde Dt é linearmente deierminístico (sistemático) e A, é um processo Médias 

Móveis infinito (MA(co)) A parte determinística pode ser uma função exata do tempo. 

Box e Jenkins, em 1970, propuseram uma classe geral de modelos lineares conhecida 

como ARIMA (autoregressive integrated moving average) para a série temporal {Zt, 

t=l,2,3, ,...,n} para modelar séries temporais e também para controle em engenharia de 

sistemas.

2.1.2 Conceitos Básicos e Definição

Séries Temporais são observações ordenadas no tempo, ou melhor, 

seqüência de valores que seguem uma ordem não aleatória. Esta análise é diferente das 

observações aleatórias que são discutidas no contexto da estatística "convencional" 

(MORETTIN; TOLOí, 1981).

A análise das séries temporais é baseada na suposição de que valores 

sucessivos dos dados representam formas de medidas consecutivas tomadas em 

intervalos de tempos iguais, denominadas séries discretas. Existem também as 

chamadas séries contínuas onde o levantamento das observações pode ser feito a 

qualquer tempo.

Def. 1 -  Processo Estocástico: um processo estocástico Z(co,t) é uma família 

(classe) Z = { Zt, t = 1, 2, ..., n) tal que, para cada t, Zt é uma variável 

aleatória.

Def. 2 -  Série Temporal: uma série temporal Zt é uma realização do processo 

estocástico Z(co,t) onde t € T = {tj, t2, ..., tn} com f +1 -  f  = h V i
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2.1.3 Objetivos

Existem dois objetivos principais na análise de séries temporais, o primeiro 

consiste em identificar a natureza do fenômeno gerador da seqüência de observações. 

O segundo, é fazer previsões de valores futuros da série temporal. Para alcançar estes 

objetivos, necessita-se identificar o padrão gerador dos dados da seqüência observada. 

Uma vez identificado o padrão de comportamento, é possível extrapolar o padrão 

identificado e prever eventos futuros (STATSOFT, 1999). Geralmente o que se faz é 

identificar a estrutura do processo gerador da série, dentro de uma classe de modelos 

predefinidos e sob algumas condições se estimam os parâmetros e faz-se previsões. 

Ou ainda, modela-se a seqüência segundo premissas de amortecimento da variação e 

ajustamento de tendência atualizada no tempo, finalmente faz-se previsões.
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Os modelos empregados para representar séries temporais são processos 

controlados por leis probabilísticas, ou seja, são processos estocásticos (MORETTIN; 

TOLOI, 1981) conforme definido em 2 . 1 .2 .

Dependendo da natureza das observações e parâmetros do modelo, verifica- 

se a existência de séries univariadas e multivariadas.

A representação das séries temporais é feita normalmente considerando-se a 

série temporal (uma realização de um processo estocástico), como Z(t), onde as 

observações são registradas em instantes discretos e igualmente distribuídos no tempo, 

com a notação Zj, Z2, ..., ZN. A forma clássica de se escrever uma série é Zt = f(t) + 

at , em que f(t) é uma função completamente determinada (parte sistemática, 

determinística) e at é uma seqüência aleatória, independente de f(t) sendo que as 

variáveis aleatórias at não são correlacionadas e possuem média zero e variância 

constante. A variável aleatória at também é chamada de ruído branco (MORETTIN; 

TOLOI, 1981) quando tem distribuição at~ N ( 0, <j2a).

Segundo THURY (1998) uma série observada é vista como uma combinação 

de vários componentes: série = tendência + sazonalidade + cíclica + irregular. Por isso, 

esta forma de representação é chamada de aditiva. A componente cíclica na maioria 

das vezes não é considerada, normalmente possui grande período, maior que ano, por 

este motivo é difícil ser determinada no intervalo de observações analisadas. Algumas 

vezes um comportamento identificado como tendência pode ser parte de um ciclo com 

período muito grande. A componente irregular é determinada como a parte estocástica 

do modelo. Existe também a forma multiplicativa, mais utilizada para decomposição 

de séries econômicas e podem ser convertidas para a forma aditiva através de 

operações com logaritmos (MORETTIN; TOLOI, 1981).

WHEELWRIGHT e MARKIDRAKIS (1985) citam a existência de vários 

procedimentos que foram desenvolvidos para decomposição de séries temporais. Cada

2.1.4 Notação e Decomposição
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método procura retirar as componentes não observáveis da forma mais precisa 

possível. Estes procedimentos, uma vez identificada cada uma das componentes, 

possibilitam melhor compreensão do comportamento da série e, com isso, possibilitam 

a previsão de valores mais precisos.

MORETTIN e TOLOI (1981) afirmam que para qualquer classificação, 

existem diversos modelos de séries temporais que descrevem o comportamento de 

uma série em particular. A construção destes modelos depende do comportamento do 

fenômeno e/ou de sua natureza e do objetivo da análise. Na prática, segundo o autor, 

depende também da existência de métodos ótimos de estimação e da disponibilidade 

de programas (“softwares”) adequados.

Segundo MORETTIN e TOLOI (1981), todos os modelos probabilísticos ou 

estocásticos devem ser simples, com o menor número de parâmetros possível e não 

devem apresentar dificuldades ao interessado em manipulá-los.

2 .1.5 Considerações sobre os Métodos de Previsão

O problema maior da previsão da demanda de vendas de uma empresa, 

conforme colocado por CORRÊA, GIANESI e CAON (2000), é a magnitude do erro 

de previsão. Em muitos casos chega-se a valores bem discrepantes com os reais. 

Existem, segundo esses autores, basicamente dois motivos para este fato: o primeiro, 

responsável por boa parte dos erros, é a instabilidade do próprio mercado; o segundo 

motivo, se deve ao sistema de previsão que está sujeito à confiabilidade dos dados 

históricos e à escolha do melhor modelo. O primeiro motivo afeta o desempenho da 

empresa, mas também atinge os concorrentes. O autor chama a atenção para o segundo 

motivo, uma vez que cada empresa terá o seu método de previsão, fazendo deste o 

diferencial de competitividade.

WHEELWRIGHT e MARKIDRAKIS (1985) verificaram a eficiência de
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previsão de vários métodos comumente utilizados em séries temporais. Compararam 

os resultados obtidos e identificaram situações onde esses métodos apresentaram 

melhor desempenho. A acuidade de previsão não está baseada somente 110 horizonte 

de previsão desejado, mas também é fortemente influenciada pelas características das 

observações da série analisada. Citam que a combinação de previsões de mais de um 

modelo, aumenta a confiabilidade e reduz grandes desvios dos valores projetados.

2 . 1.6  Métodos Automáticos

2.1.6.1 Introdução

MORETIN e TOLOÍ (1981) sugerem a divisão dos métodos de previsão de 

séries temporais em duas categorias: métodos automáticos, que são aqueles aplicados 

diretamente com a utilização de um computador (processos iterativos), e métodos não 

automáticos, aqueles que exigem a intervenção de um operador especializado na 

seleção do modelo devido a dificuldade de automatização do método. A grande 

popularidade atribuída aos métodos automáticos é devido à facilidade de 

implementação, eficiência computacional e a sua boa previsão. Adiante descreve-se os 

principais métodos automáticos (2.1.6.2) e em 2.1.7 os principais métodos não 

automáticos.

Na escolha de modelos para previsão de séries temporais, deve-se levar em 

consideração o comportamento dos dados, CORRÊA, GLANES1 e CAON (2000) e, 

basicamente, quatro hipóteses podem ser levantadas: hipótese de permanência 

(estacionariedade), pela qual se admite que a série tem comportamento estável e 

uniforme, sem tendência de aumento ou decréscimo, e nem sazonalidade que possa ser
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identificada; hipótese de trajetória padrão (tendência), em que se admite que a série 

tem comportamento de aumento ou decréscimo a determinada taxa uniforme, mas sem 

sazonalidade que possa ser identificada; hipótese sazonal com permanência 

(sazonalidade), na qual se admite que há sazonalidade que pode ser identificada e 

justificada, mas sem tendência de aumento ou decréscimo na média; hipótese sazonal 

com trajetória (tendência e sazonalidade), a mais complexa, em que admite-se que há 

sazonalidade que pode ser identificada e justificada, com tendência de aumento a 

determinada taxa uniforme.

2.1.6.2 Modelos para Séries Estacionárias

MORETTIN e TOLOI (1981) definem um processo estacionário se ele se 

desenvolve no tempo de modo que a escolha de uma origem dos tempos não seja 

relevante. Sendo Z(t) um processo estocástico estacionário, as características de 

Z(t+x), para todo x, são as mesmas de Z(t), em termos de média e variância.

As séries temporais, com este tipo de comportamento, podem ser 

decompostas em nível e ruído aleatório:

Zt = pt + at t=  1 , 2 , . . ., N,

onde pt é um parâmetro desconhecido, constante ou que pode variar suavemente com 

o tempo e at é a componente estocástica do modelo com E (at) = 0 e V (a ,) = <i a •

Na modelagem de séries temporais partindo-se desses pressupostos, 

basicamente, procura-se determinar o melhor modelo que possa representar a parte 

determinística da série e padrão de comportamento. Isto implica em se reduzir os 

resíduos àt .
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2.1.6.2.1 Médias Móveis Simples (MMS)

Os modelos de médias móveis são adequados quando se trabalha com a 

hipótese de estacionariedade na série (CORRÊA; G1ANES1; CAON, 2000), sem que 

se identifique uma tendência de aumento ou decréscimo acentuado nos dados 

observados. Para estes casos assume-se que as variações são, na maioria, devidas a 

causas aleatórias e distribuídas de forma simétrica em relação à média. Este modelo 

procura suavizar essas variações e realiza previsões assumindo a média dos K últimos 

valores históricos registrados. No final do período T de uma série temporal, temos o 

histórico Zj,Z2, .... ,ZT para o qual deseja-se estimar os parâmetros jll e cC. Usando-se 

o procedimento de Médias Móveis Simples de ordem k calcula-se a média aritmética 

das k  observações mais recentes :

Neste processo Mt é uma estimativa do nível de série e não pondera as 

observações mais antigas com a mesma importância dada às mais recentes. O nome 

média móvel se deve ao fato de se substituir a observação mais antiga pela mais 

recente.

A previsão para o horizonte h é dada pela última média móvel : 

z,(h) = Mt , V h > 0.

Para atualização de previsões, pode-se utilizar a seguinte equação:



/V A {_)

Os parâmetros do modelo foram estimados por: E[Zt (h)\ = ju e K[Zf (//)] = — onde 

é <j2a a variância dos erros.

É citado por CORRÊA, GIANESI e CAON (2000) que a escollia de k  

influencia muito o desempenho do método na previsão. Quanto maior for o seu valor, 

maior será a suavização das variações aleatórias e menor será a sensibilidade do 

modelo a mudanças.

MORETTIN e TOLOI (1981), citam que um valor grande de k  faz com que 

a previsão acompanhe lentamente as mudanças do parâmetro p. Um valor pequeno 

implica numa alteração mais rápida. Os extremos são analisados: k — 1, o último valor 

da série será utilizado para a previsão, considera-se um “método ingênuo”; k  = T, 

todos os valores da série, a previsão será a média aritmética de todos os valores das 

observações, indicado para séries altamente aleatórias. A escolha do valor de k  deverá 

ser proporcional à aleatoriedade de at . O melhor valor de k é aquele que minimiza o 

erro quadrático médio de previsão (MSE) durante o processo de verificação de ajuste 

do modelo à serie temporal observada.

É mencionado por DIAS (1995) que as vantagens do método são: 

simplicidade e facilidade de implantação e ainda, admite processamento manual. 

CORRÊA, GIANESI e CAON (2000) citam a facilidade de previsão de muitos itens 

com histórico de pequenas flutuações e sem indicação de tendência. Em MORETTIN 

e TOLOI (1981) o modelo pode ser aplicável quando se tem um número pequeno de 

observações; grande flexibilidade devido a possibilidade de escolha de k  de acordo 

com o padrão da série.

DIAS (1995) acusa algumas desvantagens que este método apresenta: 

possibilidade de gerar movimentos cíclicos, ou de outra natureza, não existentes nos 

dados originais; o modelo é afetado pelos valores extremos; as observações mais 

antigas possuem o mesmo peso que as mais atuais. É citado por CORRÊA, GIANESI 

e CAON (2000): para séries que apresentem tendência a previsão poderá ficar sub ou 

superestimada.

17
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Em MORETTIN e TOLOI (1981) é encontrado que este modelo deve ser 

utilizado somente para previsões de séries estacionárias uma vez que, os pesos 

atribuídos às últimas observações são todos iguais e não considera as observações 

anteriores a este período. Cita como desvantagem a necessidade de armazenar (k-1) 

observações.

2.1.6.2.2 Alisamento Exponencial Simples (AES)

O Alisamento Exponencial Simples é uma média ponderada que atribui 

pesos maiores às observações mais recentes (MORETTIN; TOLOI 1981). CORREA, 

GLANESI e CAON (2000) citam que o AES utiliza todos os valores históricos, com 

coeficientes de ponderação que decrescem exponencialmente.

O modelo pode ser descrito por:

2,  = aZ t + ( l -a)Z,_,  , Z 0 = Z, t = 1, . . . ,  N

ou também por,

z ,  = a 2 ( l - a ) t Z,_t + ( l - a ) ‘Z 0, t = l , . . N e k = l , 2 , t ,
k=0

com Z 0 a estimativa inicial de p. Z t é denominado valor exponencialmente alisado e 

a  é a constante de alisamento. A soma dos pesos atribuídos às observações converge 

para 1 quando t—>00:

cc\\ +  (1 — oc) +  (1 — oc) 2 + . . . ]  — ( x ( x ( \  — íz) +  íz(  1 — (X) 2 + . . .  ,
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ocorrendo a soma de uma progressão geométrica com q = (1 - a )  de onde se obtém,

l - ( l - a )

A constante de alisamento e ponderação cc está limitada ao intervalo entre 0 e 1. 

Quanto maior o seu valor, maior será o peso dado às observações mais recentes 

(CORRÊA; GIANESI; CAON, 2000).

MORETTIN e TOLOI (1981) citam que a previsão de todos os valores 

futuros é obtida pelo último valor exponencialmente alisado:

Z t (h) = Z t9 V h > 0 .

CORREA, GIANESI e CAON (2000) citam a grande utilização deste 

método na previsão da demanda de vendas de produtos, principalmente quando se tem 

conhecimento de que a demanda possui um comportamento estável.

MARTINS e LAUGENI (1999) referem-se ao emprego do alisamento 

exponencial simples para previsões da demanda de vendas como um dos métodos que 

podem ser adotados quando se possui dados históricos e se admite que o futuro será 

uma continuação do passado para o produto analisado. Quando se está lidando com 

demanda de vendas de produtos que possuem um comportamento estável, um método 

rotineiro de atualização regular de previsão é o Alisamento Exponencial Simples 

(ARNOLD, 1999). As vantagens citadas para este método referem-se à redução do 

número de observações a serem armazenadas, de fácil entendimento e aplicação, de 

grande flexibilidade em função da escolha mais adequada da constante de alisamento 

a. Para DIAS (1995), a previsão deste modelo considera apenas a sua tendência geral, 

eliminado a reação exagerada a valores aleatórios.

SNYDER e GROSE (1996) buscaram a construção de um intervalo de 

confiança para previsões realizadas com o alisamento exponencial simples e um
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modelo com tendência corrigida. Propuseram um método baseado em aproximação 

linear, e concluíram que o mais correto intervalo de confiança pode ser obtido com 

uma forma paramétrica do método booístrap1. Esbarraram em problemas de tempo 

computacional.

2 .1.6.2.3 Alisamento Exponencial Adaptativo de Trigg e Leach

Este método é uma variação do Alisamento Exponencial Simples, não sendo 

necessário especificar a constante de alisamento. É considerado adaptativo por 

permitir a alteração do valor da constante de alisamento a  quando ocorrer uma

alteração no padrão básico da série (MORETTIN; TOLOI, 1981)

O método é descrito matematicamente por:

S t = - t -  , t = 1 , .  . . ,  N , onde,
M t

Et= (3et + (1 - p) Et-i e Mt = p k l  + ( l - p ) M t4

et = Zt - Z t_j (l), erro de previsão no instante t e p = 0, 1  ou 0,2.

Os valores que St pode assumir estão no intervalo [ - 1 , 1 ]. Valores de St

próximos de zero indicam que o modelo se ajustou bem aos dados da série temporal, 

proporcionando então erros pequenos de previsão. Valor de St próximo de ± 1, indica 

erros de previsão grandes, logo o modelo não está bem ajustado.

A previsão é baseada na equação:

1 Bootstrap é uma técnica poderosa, no que diz respeito a medir quão bom é o nível de 
confiança num determinado parâmetro, produzido por um estimador qualquer. 
(RODRIGUES; GUEDES, 1999)
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onde os valores da constante de alisamento a, são obtidos por:

A consideração sobre a escolha da constante de alisamento ou seja, se ela é 

baseada na verificação de que quando o sistema não estiver bem ajustado (St próximo 

de ± 1, fora de controle), deverá se dar peso maior aos dados mais recentes. Neste caso 

a constante é aumentada. Quando o sistema estiver bem ajustado aos dados (St 

próximo de zero, sistema sob controle), a constante deverá ser diminuída.

MORETTIN e TOLOI (1981) atribuem ao método todas as vantagens do 

Alisamento Exponencial Simples, acrescido da não necessidade de especificação da 

constante de alisamento. A desvantagem citada é a falta de clareza para métodos que 

utilizam várias constantes de alisamento.

GODOFREY e POWELL (2000) utilizam este método como uma das formas 

de detectar mudanças no processo da demanda de transporte de cargas.

2.1.6.3 Modelos para Séries com Tendência

Para estes modelos, as séries consideradas não são estacionárias. Na 

decomposição tradicional Zt = Tt + St + a(, inicialmente se faz necessária a 

determinação da tendência, inclusive por esta possuir forte influência sobre a 

sazonalidade que será vista posteriormente (MORETTIN; TOLOI, 1981). Para o estudo 

da tendência, considera-se inicialmente o modelo Zt = Tt + at ; não considerando a 

componente sazonal. Existem vários métodos para estimar a Tt, como: ajustar uma



2 2

função 110 tempo, através de um polinômio, uma exponencial, ou uma outra função 

suave em função do tempo; suavizar (filtrar) os valores da série ao redor de um ponto, 

estimando a tendência neste ponto.

Urna vez estimada a tendência ( T ), podemos obter a série livre de tendência 

Yt -  Zt - T(. Outro procedimento para eliminar a tendência é o de tomar diferenças, 

muito utilizado para séries econômicas, por exemplo VZt = Zt -  Zt_i (primeira 

diferença). A série é diferenciada até que alcança-se a estacionariedade. Geralmente 

uma ou duas diferenças são suficientes.

2.1.6.3.1 Alisamento Exponencial Linear de Brown (AELB)

Desenvolvido com base no Alisamento Exponencial Simples, que apresenta 

erros sistemáticos nas previsões em séries que possuem tendência (MORETTIN; 

TOLOI, 1981). O AELB é um procedimento simples que consiste basicamente em 

calcular um segundo valor exponencialmente alisado. O modelo matemático pode ser 

definido por:

Z ( = a Z t + ( l~ a ) Z t , Z x - Z x onde,

Z t = aZ t + ( l - a ) Z tx e 0 < a < l ,

Z é o valor obtido através do alisamento exponencial simples, Z é o valor 

duplamente alisado e a  é a constante de alisamento entre 0 e 1 .

Supondo que a tendência seja linear, o  modelo poderá ser determinado por:

Z t = ml +b2t + a( , t = 1, ..., N,
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onde mx é o intercepto e b2 é a declividade. A equação de previsão é: 

Zf (h) = ml t + b2 t (/?) , onde 

= 2Z, - Z ,

Segundo MORETTIN e TOLOI (1981), as vantagens do método são a 

grande flexibilidade de ajuste devido à constante de alisamento, facilidade de 

entendimento e aplicação, adequado a séries que apresentam tendência linear. A 

desvantagem do método é que ele é direcionado para a tendência linear.

GODOFREY e POWELL (2000) aplicam o método de Brown para a 

previsão de transporte de cargas. Devido à complexidade do calendário, mudanças em 

função de feriados, épocas do ano e eventos, acrescentaram uma variável indicadora It 

que determina a sazonalidade no dia t:

Z t - [ m A +b2t ] l t + a t , t = l ,  ..., N.

Ainda segundo GODOFREY e POWELL (2000), a variação deste método foi 

comparada com os modelos ARIMA (Metodologia Box & Jenkins), sendo este último 

utilizado como padrão de conferência. Segundo os autores, o desempenho foi 

considerado bom.

2.1.6.3.2 Alisamento Exponencial Biparamétrico de Holt

Este método é similar ao princípio do AELB, com a diferença de que ao
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invés do alisamento duplo, ele alisa diretamente os valores da tendência (MORETTIN; 

TOLOI, 1981).

O Alisamento Exponencial Biparamétrico de Holt possui grande

flexibilidade possibilitando a escolha de valores distintos para o nível e tendência. O

nível e a tendência são estimados por:

Z, = ZZ, + (1 -  A)(Zt_x + f t_x) , 0<A<1 e t = 2 ,..., N

f t = C (Z t - Z t_x) + ( \ - C ) T t_x , 0<C<1 e t = 2 , ..., N.

onde A e C são denominadas constantes de alisamento. As equações acima modificam 

estimativas anteriores quando uma nova observação é obtida.

A previsão para a observação Z t+h, com origem no instante t e horizonte de 

previsão li é obtida por:

Z t {h) = Z t +hTt, V h > 0.

A previsão é obtida ao se adicionar o valor do nível (valor básico) a uma 

tendência multiplicada pelo número de passos a serem previstos (h). A equação para se 

atualizar a previsão, tendo-se uma nova observação Zt+i, é dada por :

= A Z M + ( l - A ) ( Z l +Tl ) ,

TM = C (Z M - Z t) + { l - C ) f t .

O novo valor da previsão Zt+h será obtido :
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Para a equação acima são necessárias estimativas iniciais para T2 e Z 2, que 

podem ser obtidas por:

f 2 = z 2- z , , z 2 = z 2.

A escolha das constantes de alisamento A e C ,  como nos métodos anteriores, 

deverá minimizar a soma quadrática dos erros, sendo que para o Alisamento 

Exponencial Biparamétrico de Holt não será a escolha de apenas uma constante e, sim, 

para a combinação de duas constantes, ou seja, para o vetor [A C],

As vantagens atribuídas ao método por MORETTIN e TOLOI (1981) são: a 

grande flexibilidade de ajuste do modelo à série, uma vez que se podem alterar as 

constantes de alisamento; de fácil entendimento e aplicação; adequado a séries que 

apresentam tendência linear. Desvantagem citada para o método é a dificuldade de se 

determinar o valor mais adequado para as constantes A e C .

WILLIANS e MILLER (1999) relatam em seu trabalho o problema de ajuste 

de modelos a séries que possuem mudanças de nível. Propõem um modelo baseado no 

método de Holt, cujos parâmetros são independentes, e proporcionam com isso melhor 

adaptação e menor erro de previsão. Este modelo proposto inclui mais um componente 

chamado de fator de ajuste, que representa o efeito cumulativo da série. O modelo 

proposto é:

Z t (h) = Z t + h f T + Af V h > 0, onde A, é o fator de ajuste.

2.1.6.3.3 Alisamento Exponencial Quadrático de Brown (AEQB)

É uma das foimas mais complexas de alisamento. Adequado para prever 

séries cujo comportamento da tendência seja quadrático. Similar ao AELB já  citado,
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incorpora um terceiro alisamento, mais um nível, e mais uma constante de alisamento 

a ser determinada.

Seu modelo matemático pode ser representado por:

Z t — bx ~%~b2t -t-—b3t2 + cxt , t = 1 , N.

As equações de alisamento são:

Z t = a Z t + (l -  a ) Z t , t = 2 , N,

Z t = a Z t + ( l - a ) Z t_x, t = 2 , ..., N,

Z t = a Z t + ( l - a ) Z t l , t = 2 , N .

A  previsão deste modelo Z t+h poderá ser obtida pela equação a seguir, sendo 

necessária a obtenção das estimativas para bl,b2 eb3:

z ,  {h)=bx +b2{t + h ) + H 3( í+ h )2.

Mudando a origem dos tempos para o instante t:

Z,(h) = àu +â2th + â}!h 2 ,

onde:

<*i,t = 3Zt ~ 3 Z t + Z t ,

K  = r n  °  \ 2 (6 -  5« A  -  2(5 -  4«  A  + (4 -  3 a ) I ,  ,2(1- a )  l

(  a  v r ~  ~ ^
* 3 ,=  1-------- Z t - Z Z t + Z t .

\ l - a j  V 7
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A escolha da constante de alisamento a  se dará pela minimização do cálculo 

do erro quadrático médio, como nos métodos anteriores.

A vantagem deste método é a de se adequar à séries que apresentam 

tendência quadrática (MORETTIN; TOLOI, 1981).

2.1.6.4 Modelos para Séries Sazonais

Estes modelos são ajustados aos dados de séries que apresentam uma 

componente sazonal St. O modelo tradicional completo Zt= Tt + St + at , onde a 

sazonalidade definida pode ser diagnosticada pelas observações, sendo que, Zt é 

relacionada com Zt„i, Zt_2, - . mas também é fortemente relacionada com Zt.s, Zt_s, ..., 

sendo s o período de sazonalidade (MORETTIN; TOLOI, 1981). Isto implica que 

séries sazonais apresentam alta correlação em defasagens múltiplas do período s. A  

sazonalidade pode ser do tipo determinística. Assim ela é aquela que pode ser prevista 

a partir de observações anteriores. Pode ser também do tipo estocástica, aí então a 

componente sazonal varia com o tempo.

2.1.6.4.1 Alisamento Exponencial Sazonal de Holt-Winters (HW)

Este modelo procura determinar as três componentes determinísticas da 

decomposição da série: nível, tendência e sazonalidade. Dependendo das

características da série analisada, existem duas formas de procedimento que estão 

relacionadas com as relações entre as componentes, ou seja, uma forma dita 

multiplicativa e outra aditiva (MORETTIN; TOLOI, 1981). As componentes são 

determinadas com base em três equações de alisamento.
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O modelo sazonal multiplicativo, variante mais usual de HW, em um período 

de sazonalidade s, considera um fator de sazonalidade Ft como multiplicativo e 

conforme MORETTIN e TOLOI (1981) tem -se:

Z t — +at , t = l ,  N,

onde jut é o nível da série e pode ser estimado por Z t .

As equações de alisamento são definidas em função das constantes de 

alisamento A, C e D e representam, respectivamente, os fatores de nível, de tendência 

e de sazonalidade sendo:

(  Z  )
Z, = A  + { l - A \ Z ,  , +f,  ,) 0 < 4̂ < 1 t = s+1, N,

K .F , - s  )

T, = c(z, -Z ,_ ,)+  0 < C < 1  t = s+1,

f  7  \
Ft = D  ~  +(l-D)F,_s 0 < D < 1  t = s + 1 , N .

V ^i)

A  previsão para este procedimento, multiplicativo, observa as seguintes 

equações em função do horizonte:

a) previsões dentro do perído sazonal,

Z t{h) = (Zt + h f t)Ft+h_s , h = 1, 2, s.

b) previsões entre o primeiro e o segundo período sazonal s,

2, (h) = (Z, + hT; )FHh_2S , h = s+1, s+2 , 2s.
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Este procedimento de previsão, por semelhança, pode ser estendido aos 

demais horizontes.

ORD, KOEHLER e SNYDER (1997) mencionam o destaque dado à forma 

multiplicativa do modelo Holt-Winters para previsão, em função de aplicações em 

modelos que dependem de efeitos de tendência e sazonalidade, uma propriedade 

almejada para muitas séries temporais econômicas. Para maiores detalhes do 

procedimento multiplicativo, ver item 3.3.2.4.

O modelo sazonal aditivo difere do multiplicativo, em sua decomposição, no 

que se refere ao fator sazonal Ft. Passa de multiplicador do nível para se somar aos 

demais fatores, independentemente:

Z t -  [jt +Ft +Tt + at , t - 1 ,  ..., N,

onde, jut é o nível da série e pode ser estimado por Z t .

As equações de alisamento para obtenção dos fatores nível, tendência e 

sazonalidade desta nova composição são definidas por:

Z t = A (zt — Ft_s )+  (l — À $ Z t_ j + f (_ j ) 0<^4<1  t = s+ 1 ,..., N,

T, = c ( z , - Z 1_í) + ( l - C ) r i_] 0 < C < 1  t = s + l , N ,

Ft = I)(z, D)Ft̂  0 < D < 1  t = s+ l,...,N .

A previsão, no procedimento aditivo está baseada nas equações :

a) previsões dentro do perído sazonal s:

Z, (h) = Z ,+  h f t + FHh_s , h = 1, 2 , s;

b) previsões entre o primeiro e o segundo período sazonal s:



30

z t i h )  =  Z t +  h f t  +  F t+h-is > h  =  s + 1 > s + 2  > * * • >  2 s -

Por semelhança, este procedimento pode ser estendido aos demais horizontes. Quando 

se obtém uma nova observação, a atualização das estimativas dos fatores é dada por:

Z M = À ? M + t ) ,

t ,  = c ( z M

f m = d {z m - z m ) + { \ - d )f m_s .

A nova previsão para Z t+ h , será obtida por:

Z M (A -1 )  = Z M + ( h - 1 ) f M + FM+h_s , h = 1 , 2 , s+1

Z M ( h - \ )  = Z M +(h — l)TM +FHu^ s , h =  s+2, 2s+l.

Deve-se escolher os valores das constantes A, C e D, de forma a melhor ajustar o 

modelo aos valores da série temporal analisada. MORETTIN e TOLOI (1981) 

atribuem como vantagens deste método a adequação às séries com comportamento 

mais geral, a grande flexibilidade em função da escolha das constantes de alisamento e 

ser de fácil entendimento e aplicação. São citadas como desvantagens para este 

método, a dificuldade de se determinar os melhores valores para as constantes de 

alisamento, no caso o vetor [A C D], as dificuldades de estudo de propriedades

estatísticas como média e a variância de previsão que dificultam a construção do

intervalo de confiança para os valores previstos.

BARAKAT (2001) verifica em seu trabalho que os modelos clássicos de 

séries temporais, entre eles o Holt-Winters, têm dificuldades em ajustar-se bem e 

possibilitar boas previsões quando os dados possuem um comportamento não 

estacionário e tendência irregular. Alerta quanto ao perigo de comumente se assumir* a
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sazonalidade baseado em informações superficiais. Em seu estudo conseguiu melhores 

resultados utilizando um modelo determinístico específico.

RAJOPADHYE et al (2001) aplicam Holt-Winter para a previsão da 

demanda de ocupação de um hotel. Atribuem a escolha deste método à simplicidade de 

implementação, ao fato de considerar a tendência linear local e à sazonalidade dos 

dados. Citam que a acurácia do método é comparável a qualquer outro procedimento 

de previsão univariado. O estudo trabalha com a combinação de duas previsões 

chamadas de longo prazo e de curto prazo. Para previsão de longo prazo, que 

corresponde até cerca de 1 ano, utilizou-se o método Holt-Winters na versão 

inultiplicativa, justificada por se assumir que os efeitos sazonais são proporcionais ao 

tamanho da média local. As previsões a curto prazo são baseadas nos registros dos 

últimos 60 dias, onde são realizadas ponderações com o número de reservas e 

cancelamentos de ocupação. Elaboraram um algoritmo computacional que determina 

as constantes de alisamento, através da escolha da combinação que minimiza o mais 

recente erro de previsão. O programa é responsável pelas previsões a curto prazo, pela 

atribuição de pesos e combinação para previsão final. Os autores alertam sobre a 

necessidade de análise e interferência por parte de um especialista na verificação e 

confirmação da previsão. Na aplicação estudada, a demanda está sujeita a influências 

diversas que não podem ser previstas.

GRUBB e MASON (2001) utilizaram o método de Holt-Winters para 

realizar previsões de tráfego aéreo de passageiros na Inglaterra. Este estudo visava um 

plano de decisões de investimentos em infra-estrutura no transporte aéreo. Utilizaram 

o modelo aditivo, sendo o horizonte de previsão longo, os valores finais estimados 

para a tendência foram bem maiores que os obtidos no restante dos dados. Propuseram 

então, um modelo de damped trertd1 onde os valores das previsões, para h períodos a 

frente, foram obtidos por:

1 Para maiores detalhes sobre damped trend, ver GARDNER (1985, P. 12-13)
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Z,(h)  = Z, + hT + ( f t +F_„k
i=1

onde, T é  a tendência média, e (/) é o fator de decrescimento.

LAWTON (1998) estudou, em particular, o modelo Holt-Winters aditivo. 

Verificou que são necessárias modificações neste modelo quando forem requeridas 

boas estimativas dos fatores de nível, tendência e sazonalidade. Segundo o autor, as 

incorreções são resultantes das mudanças na tendência, que poderão afetar as 

estimativas dos termos sazonais, de forma que, não possa desaparecer. Concluiu 

também que, as alterações nos termos sazonais não afetam as previsões porque existe 

um contrabalanço atuando na estimativa do nível.

SEGURA e VERCHER (2001) programaram o modelo Holt-Winters 

utilizando um sistema de planilha eletrônica. Este procedimento de programação visou 

a previsão a curto prazo para séries de dados de vendas e níveis da demanda para 

produtos acabados. Na planilha foi utilizado um algoritmo de programação não linear 

para estimação, de forma mais eficiente, dos parâmetros do melhor modelo ajustado 

aos dados. Com seu trabalho, concluíram que Holt-Winters pode ser implementado, de 

forma eficiente, num ambiente mais acessível aos tomadores de decisões.

PROIETTI (2000) estudou diversas representações para os modelos sazonais 

lineares, com formas de trabalho estruturais. Concluiu que a performance na previsão 

do modelo estrutural básico (Z f = T ,+ F ,+ a ,)  depende das características da série 

temporal investigada, e em particular, do grau de suavidade do padrão sazonal.

2 . 1 .6.4.2 Alisamento Exponencial Geral (AEG)

Também conhecido como Método de Brown, difere dos anteriores por não 

separar as componentes sazonalidade, tendência e nível da série temporal em estudo.
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Para ajuste e previsão utiliza um conjunto de funções arbitrárias. Baseia-se em 

combinar, localmente, k  funções do tempo, sendo essas funções determinísticas e 

conhecidas, adicionadas a uni resíduo aleatório, e. (ruído branco de média zero e 

variância constante, et ~ N(0,<j2)):

Z . + , t = 1, N.
y=i

As funções f .  podem ser compostas por polinômios, exponenciais ou 

misturas de termos senos e cossenos. Os parâmetros aj são constantes locais. Uma 

utilização de importância para o método é utilizar funções trigonométricas para 

modelar e prever séries temporais sazonais. Para uma análise não local, o 

procedimento mais indicado é o de minimizar a soma descontada dos erros 

quadrátícos, minimizando a soma em função da escolha das constantes aj :

onde p  é chamado fator de desconto.

Os cálculos, afim de se estimar os valores de a . , podem ser feitos 

matrieialmente e aí os componentes são descritos como: Z , um vetor com dimensão N 

composto pelas N observações da série; a o vetor de dimensão k dos coeficientes a 

serem estimados; H, uma matriz (N x k) que representa os valores das funções 

f } = ( t - N ) ,  com j  = 1, ..., k e t = 1, ...,N ; W uma matriz diagonal dos pesos, de 

ordem (N x N) formada como os pesos f i (N~t)n. MORETTIN e TOLOI (1981) 

demonstram que os valores dos a . que minimizam S, podem ser obtidos por:

â(N) = F~' (N )g(N )  , onde

S = Í / ? w- { z , - £ a y/ ,( í - ] V ) j  , 0 < / ? < l,
í=\ (_ j=1



F(Af) = X ^ ' / ( ' - W O - ^ )  e (2.1)
í=J

g(N )  = / ( 0 ) Z ,  + p L 'g ( N  - 1). (2.2)

E demonstrado, também, que se a estatística â(N) é um estimador não viciado do 

parâmetro a então, E(â(AT)) = a ,  e a matriz de covariância é dada por 

Cov(âi,â J) = ViJa l ,  onde Vy são os elementos ij da matriz de covariância e a e2 é a 

variância do ruído branco. É claro que, na prática, tem-se que trabalhar com 

estimativas desses outros parâmetros. A previsão para h passos a frente, com origem 

em t, pode ser obtida por:

Z í (h) = f ' ( h ) â (/),

ou também por,

Z t(h) = f '(h )F ~ lg{i),

onde F é obtida da equação (2.1) e g(t) da equação (2.2). Pode-se construir, ainda, o 

intervalo de confiança para os valores previstos, supondo ser satisfeita a condição de 

gaussianidade dos resíduos, com grau de confiança ( 1 -a) para Z t+h.. Assim tem-se:

p[z,  (h) -  z,_al2^ f ' ( h ) V f  (h)al  < Z(t  + h ) < Z ,  (h) + z,_a/2 l f ' ( h ) V f ( h ) a :  )=  1 -  a  

e então:

(z ,(/?) -  2 , a:l4 f \ h ) V f ( h ) a 2' ; Z ,(h) + z ^ al2^ f ’(.h)Vf(h)cr2e ) é o intervalo.

MORETTIN e TOLOI (1981) citam que a constante de alisamento p (fator 

de desconto) é estimada através de inspeção visual das características da série

34
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considerada; ou por processo de otimização sobre uma parte dos valores da série; ou 

ainda, que alguns autores sugerem a escolha do valor de P de forma que pk esteja 

entre (0,75 ; 0,95).

A vantagem deste modelo segundo MORETTIN e TOLOI, (1981) é a de 

atualizar, de forma eficiente, os coeficientes do modelo, sem a necessidade de inversão 

da matriz F(t) com freqüência. Os problemas citados, com este procedimento, são: os 

erros do modelo ajustado são serialmente correlacionados; dificuldade de se 

determinar quantos harmônicos se ajustam a uma série temporal sazonal; utilização de 

apenas uma constante de alisameno p, o que dificulta a sua aplicação, pois, em 

algumas séries mais complexas, um valor elevado permite que um grande número de 

observações tenham peso significativo, porém, em outros casos, existe a necessidade 

de um procedimento de alisamento exponencial que se adapte rapidamente a mudanças 

e, para isso, necessitaria de pesos maiores em poucas observações, o que não seria 

possível.

2.1.6.5 Modelos de Auto-Regressão

MORETTIN e TOLOI (1981) mostram que os modelos de auto-regressão 

procuram se ajustar ao comportamento dos dados passados, uma vez que a sua 

representação é diretamente relacionada a quantidades observáveis, sendo funções 

lineares dos parâmetros.

2.1.6.5.1  Modelos de Regressão

Os modelos de regressão partem da suposição de que a varável aleatória Zt se
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relaciona de forma linear aos valores passados (MORETTIN; TOLOI, 1981). Abaixo 

representa-se um modelo auto-regressivo de ordem k:

Zt = PíZm + p2Zt-2 + . . . + PkZt.k + a, , t=  1, . . . ,  N ,

onde P/, i = 1, 2, k, são os parâmetros a serem estimados e at são os erros (ruído 

branco, E( at) = 0, V( a t) = cr2a) com distribuição N(0, cr2a).

O modelo limita-se à escolha dos valores dos parâmetros pk, utilizando os 

mínimos quadrados ordinários (MQO), de forma a resolver o problema:

Minimizar ]T (Z , - f l Z M PkZ,_t f .
t - k +1

Em razão das variáveis independentes serem valores defasados das variáveis

dependentes, o modelo só poderá ser aplicado quando o número de observações for

grande. Caso contrário, os estimadores serão viciados, não serão eficientes e ainda não

serão consistentes.

O estimador do vetor de parâmetros p  é dado por :

p_ = <yirWYxW 'Z  onde Z ’= [Z1,Z 2,...,ZAr] e W é a matriz do 

modelo dada por:

A construção do intervalo de confiança para os parâmetros, é feita conforme 

citado por MORETTIN e TOLOI (1981). O estimador têm uma distribuição:

7  7  7  70 ^-1 -2 ••• 1—A:
Z] Z 0 Z , ... Z, *JY= 0 - 1  2-*

7  7  71V-2   ^  N-k _
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onde W é a matriz do modelo de ordem (N x k). Quando cr2a é conhecida, o intervalo 

de confiança é dado por:

- ^ - a n j n K )  Z Â  2 ) = ! - «

e então, (/?, -  z,_tt, ,A ( Â );/? , + z,_al2^ jv (/?,) )

onde: a estimativa da F (^ ;) é obtida da matriz s { W W )~, e z,_a/2 é o escore obtido 

de uma N(0,1), com coeficiente de confiança 1 -  a  .

A previsão, utilizando este modelo, pode ser verificada pela equação:

Z ,W  = » C £  = Í ; M - * - y ’
7=1

onde,

7 se h - j > 0

se h - j ^ 0-

e o erro de previsão a um passo a frente é dado por:

e,(h) = Z , ^ - Z , ( h ) .

Os erros de previsão acima estimados possuem distribuição Gaussiana e o intervalo de 

confiança para os valores previstos é dado por:

P Z , (h ) - z ,_ a,2s J f ^ P  < Z(t  + h)< Z,(k) + z,_al2s j f y p  = l - a
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^ ysão os pesos da soma ponderada Z t = 'S£ JW > z \-an  é um escore obtido da
j—0

normal padrão de forma a atender P ( - z ] aí2 < X  < z x_al2) = 1 - a ,  com X ~ A^(0,1).

Uma característica importante deste método é a de existirem variações 

sistemáticas entre os resíduos das observações (auto-correlações). Deve-se observar a 

correlação entre os erros e os valores de defasagem das variáveis dependentes, pois, 

dependendo da combinação, podem ser gerados estimadores viciados ou até mesmo 

inconsistentes. Para que se possa aplicar testes confiáveis, podem ser processadas 

transformações com o intuito de se retirar as correlações existentes entre as 

observações e, consequentemente, entre os resíduos (MORETTIN; TOLOI, 1981).

2.1.6.5.2 Filtragem Adaptativa

Este modelo tem como base a aplicação de uma média ponderada dos valores 

passados, onde a determinação dos pesos são obtidos através do método não linear de 

mínimos quadrados síeepest descent (MORETTIN; TOLOI, 1981).

Sendo a série Z i , ..., ZN , a previsão Zt+i, estando na origem t, pode ser obtida

por:

Z,( l )=
i= t - k +1

onde :

Zj é o i-ésimo instante analisado;

Pi-t+k é o referido peso da observação Z;;

(  ~ [h-i  ̂pZi
Então, Z , ( h ) - z , ^ /2s X r j  ; Z,(*) + z M 2 s £ r j  >onde

V V J-o V j " J

s2 = — -— (Z -w p y (Z -W B ) e
N - K  -  ~ -
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k é o número de períodos utilizados para obtenção da média ponderada.

São considerados apenas os k períodos mais recentes, uma vez que são os 

mais relevantes. A utilização de todos os valores da série aumentaria o trabalho para 

determinação dos pesos e faria com que estes não se adaptassem somente ao padrão de 

comportamento da serie mas também do ruído. Alguns pesquisadores indicam esta 

determinação em função de coeficientes de correlação, outros indicam que devem ser 

da ordem de um processo auto-regressivo. Esta determinação de quantidade é apontada 

como uma das dificuldades do método. Após a definição da quantidade de pesos, 

necessita-se calcular o valor destes. Um método indica a determinação de forma 

empírica, partindo de pesos de valor unitário e verificando o erro de previsão a um 

passo através da equação anteriormente descrita e os valores observados. Os pesos, 

ajustados conforme a equação apresenada na seqüência, devem ser atualizados de 

forma a reduzir o erro da próxima previsão. O processo é repetido até a determinação 

do melhor conjunto de pesos. Outra forma de obtenção dos pesos se dá através da 

resolução de um sistema de equações lineares, visando minimizar a soma do quadrado 

dos erros de previsão. A solução do sistema por Cramer pode indicar, caso o 

determinante da matriz dos coeficientes dos pesos seja zero, que o número de pesos é 

maior do que o necessário (MORETTIN; TOLOI, 1981). Os pesos deverão ser 

modificados com as alterações do comportamento da série. A atualização dos pesos 

deverá ser processada a cada período, em função do erro de previsão anterior. A forma 

indicada para tal correção é:

P ' = P , + 5 ^ íü- i = l , . . . , k ,

i= \

onde ^  é a  constante de atualização dos pesos e atende 0 < S  < 1. A determinação 

desta constante não se dá de forma simples, pois, cada padrão de comportamento deve
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possuir um valor diferente.

São citadas como vantagens do método: o fato de não necessitar de 

suposição inicial sobre o padrão de comportamento da série; pode ser utilizado com 

número limitado de dados; pode ser aplicado a séries não estacionárias em que o 

padrão de comportamento se modifica com o tempo, caso os pesos sejam corrigidos 

sistematicamente. As desvantagens relacionadas são as da dificuldade de se determinar 

a quantidade de pesos e o valor da constante de atualização; tempo computacional, 

caso se necessite de um número de pesos próximo à quantidade de observações da 

série; limitação de ser adequado somente a previsões a um passo à frente 

(MORETTIN; TOLOI, 1981).

Este método foi criticado por diversos pesquisadores, que alegam: 

dificuldades na melhor escolha dos valores iniciais; a constante de atualização dos 

pesos pode ser determinada para a fase de ajustamento e diferir muito na fase de 

previsão; demonstraram que outros métodos podem obter melhores resultados; se 

dispõem de poucas informações sobre o método e são confusas; falta de rigor 

matemático nas demonstrações (MORETTIN; TOLOI, 1981).

2.1.7 Métodos Não Automáticos

2.1.7.1 Introdução

Os métodos não automáticos, nas últimas décadas, têm tomado bastante 

atenção dos pesquisadores, uma vez que possuem um rigor matemático bem 

consistente. Estes métodos diferem dos automáticos devido a dificuldade de análise, 

exigindo bastante conhecimento e experiência do usuário para aplicá-lo



41

adequadamente, caso contrário, seu desempenho fica comprometido. Devido ao grau 

de complexidade em sua aplicação, os pacotes computacionais ainda não conseguiram 

uma total flexibilidade para utilização automática, ou seja, exigem uma experiência 

teórica forte do analista.

2.1.7.2 Metodologia Box& Jenkins

Os modelos propostos por BOX e JENKINS (1976), também conhecidos 

como modelos ARIMA, consistem em uma classe de modelos lineares que associam 

de forma conjunta parte auto-regressiva e parte médias móveis, ou seja, é feita a 

integração dos processos (modelos auto-regressivos, integrados, de médias móveis). 

Uma aplicação que aborda este estudo em situação semelhante pode ser vista em 

OLIVEIRA (2002).

2.1.'7.2.1 Modelos Auto-regressivos (AR)

Um modelo auto-regressivo (AR) pode ser representado por uma soma 

ponderada de p  valores passados adicionados a um ruído (parte aleatória) e que, em 

sua forma geral, pode ser apresentado por (MAKRIDAKIS; WHEELWRIGHT; 

McGEE, 1983):

Z t = S  + fa Z ^  +(f)2Z t__2 +... + (/>pZ t_p 4-at ,

onde :

Zt é o valor observável da série temporal no instante t;

S  representa o termo constante da série;
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(J>i corresponde ao i-ésimo parâmetro auto-regressivo, i = 1 , 2 , p; 

at é o erro (ruído) no instante t.

Em função da quantidade de termos auto-regressivos existentes no modelo, 

pode-se dizer que o modelo é de ordem p, AR(p). Existem restrições específicas 

quanto ao número de parâmetros do modelo auto-regressivo. Os casos mais comuns 

são modelos auto-regressivos de ordem 1 e 2, isto é, AR(1) e AR(2) (MAKRIDAKIS; 

WHEELWRIGHT; McGEE, 1983). Caso os valores da série possam ser representados 

pelo modelo AR(p), sendo identificada a estrutura do processo gerador da série e 

estimados os parâmetros, este modelo poderá ser utilizado para previsões de valores 

futuros depois da sua adequação ser analisada.

2 .1.7.2 .2 Modelos de Médias Móveis (MA)

Um modelo de Médias Móveis (MA) pode ser representado por uma soma 

ponderada dos ruídos (erros), observados em cada período passado. A representação 

geral deste modelo pode ser definida por (MAKRIDAKIS; WHEELWRIGHT; 

McGEE, 1983):

2, =0 + 0, -0,í i m - , . . -eqa,_q ,
onde :

Zt é o valor observável da série temporal no instante 1;

5  representa o termo constante da série;

0 i corresponde ao ao i-ésimo parâmetro auto-regressivo, i = 1 , 2 , ..., q; 

at ê o erro (ruído) no instante / não explicáveis pelo modelo.

Em função da necessidade de utilização de q parâmetros para melhor
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representar a série analisada, define-se a ordem do modelo de Médias Móveis como 

sendo MA(q). Como nos modelos Auto-Regressivos, a escolha dos parâmetros de 

médias móveis são sujeitos a restrições quanto ao número. Os dois casos mais comuns 

de serem encontrados na prática são os modelos de ordem 1 e 2, MA(1) e MA(2) 

(MAKRIDAKIS; WHEELWRIGHT; McGEE, 1983). Como no caso dos auto- 

regressivos, estando a série bem representada pelo modelo MA, podem ser geradas 

previsões. A razão de se desejar modelos parcimoniosos ou seja, com poucos 

parâmetros, está na necessidade de se preservar o maior número de graus de liberdade.

2.1.7.2.3 Modelos Auto-Regressivos e de Médias Móveis (ARMA)

Os modelos Auto-Regressivos (AR) e os modelos de Médias Móveis (MA) 

podem ser combinados e, com isso, gerar um novo modelo conhecido como modelo 

Auto-regressivo e de Médias Móveis (ARMA). Os modelos puros AR e MA podem 

representar uma grande variedade de séries temporais, e com a combinação ARMA, 

aumentam em muito as possibilidades dos modelos ajustados serem parciomoniosos 

(MAKRIDAKIS; WHEELWRIGHT; McGEE, 1983). Da mesma forma que se 

aumentam as possibilidades de melhor representação, aumenta-se a complexidade de 

identificação do melhor modelo a ser ajustado a uma determinada série temporal. A 

representação geral deste modelo é obtida por:

Z t — õ ( f ) ^ t _ x +(/)2Z t_2 +  . . .  +  (f)çZt_p +üt ~0xdt X ~ 0q&t-q '

Este modelo relaciona os valores passados observados e os erros obtidos em 

cada período ocorrido. A ordem do modelo é definida em função da quantidade de 

parâmetros auto-regressivos e de parâmetros de médias móveis ARMA(p,q).
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2.1.7.2.4 Modelos Auto-regressivos Integrados de Médias Móveis (ARIMA)

Os modelos AR, MA e ARMA são válidos para representação de séries 

estacionárias. Séries estacionárias são aquelas que no decorrer do tempo permanecem 

com seus valores em tomo de uma média constante, possuem variância constante e a 

função de covariância só depende da diferença de “lags”. A maioria das séries 

encontradas na prática não são estacionárias e necessitam ser colocadas nesta forma 

para receberem análise B&J. Uma série não estacionária pode ser transformada em 

estacionária desde que ela seja não estacionária homogênea, tomando-se um número 

finito de diferenças d  (MORETTIN; TOLOI, 1981). A diferenciação é feita utilizando- 

se o operador de retardo B, tal que,

B Zt = Z tx

e então tem-se:

fl>( = Z , - Z M =VZ, .

Se a ordem da diferenciação é d = 2, tem-se:

ffl, = (Z, — ZM) —( Z , _ , - Z J  = Z, -2Z,_, + Z ,_2 = V 2Z „ 

e genericamente tem-se:

®, = V % .

Uma série, após transformada em estacionária (cg,), pode ser representada por 

um modelo ARMA (p, q). Na maioria dos casos, uma ou duas diferenças (d = 1, d = 2) 

são suficientes para deixar as séries na forma estacionária (MORETTIN; TOLOI,
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1981). Se co/ é uma diferença de Zh então Zt é uma integral de co/, de onde vem o 

modelo auto-regressivo integrado de médias móveis ARIMA, que pode ser designado 

por ARIMA (p,d,q), onde p  e q são respectivamente a quantidade de parâmetros AR e 

MA e í / o  número de diferenças necessárias para transformar a série em estacionária.

O modelo em sua forma geral é representado por;

<■0 , = á a > , - i  + A a > < - 2  +  +  a ,  - 0 1 a , - 2 - - - 0 „ a , - q

onde :

cot é o valor da série no instante / após a diferença ou não;

(j>i são os parâmetros auto-regressivos, i = 1 , 2 ,..., p;

0 j são os parâmetros de médias móveis, i = 1 , 2 , ..., q;

at representa o ruído branco, (ruído com média zero e variância cj2a).

A construção do modelo está baseada num ciclo iterativo onde a 

determinação e estruturação do modelo propriamente dito está baseado nos dados. Este 

ciclo pode ser resumido nas seguintes etapas (MORETTIN; TOLOI, 1981) onde uma 

classe de modelos é considerada para análise:

a) identificação da estrutura do processo gerador - identifica-se com 

base na análise dos correlogramas das auto-correlações e auto- 

correlações parciais as ordens p, d  e q da estrutura, é uma das fases 

críticas do método.

b) estimação fase em que os parâmetros de um modelo da estrutura 

identificada são estimados, sendo que nesta etapa é necessária a 

utilização de um algoritmo de programação não linear (Algoritmo de 

Marquardt);

c) verificação através de uma análise de resíduos procura-se verificar 

se o modelo é o correto; caso seja, pode-se empregar o modelo para a
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fase de previsão;

d) previsão -  com o modelo devidamente estimado e verificado, pode-se 

realizar previsões para futuros valores da série.

As fases de aplicação de um modelo ARIMA podem ser vistas melhor 

através do fluxograma da Figura 3. Para maiores detalhes, consultem-se BOX e 

JENKINS (1976) e MAKRIDAKIS, WHEELWRIGHT, McGEE (1983).

FIGURA 3 - ESTRUTURA DAS FASES DE DETERMINAÇÃO DE UM MODELO ARIMA

2.1.7.3 Método Bayesiano

Este método requer, por parte do usuário, um conhecimento formal mais
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complexo do que o necessário para utilização dos métodos automáticos. As vantagens 

deste método são as de fornecer ao sistema informações instantâneas; capacidade de 

detectar e de se adaptar rapidamente a mudanças bruscas de níveis e inclinação; e a 

possibilidade de utilização com número pequeno de observações (MORETTIN; 

TOLOI, 1981).

A modelagem da série ocorre através de um modelo linear dinâmico que é 

representado por uma equação da observação:

y t =E.  â , + y ,

e por uma equação do estado: 

i i  =G t £,-1 +}£<

onde:

1 é o instante analisado;
y vetor de observações (M x 1);
0A vetor de estados (k x 1 );
F matriz de variáveis independentes (M x k);
G matriz de sistema (k x k);
V vetor aleatório (M x 1), representando o ruído da observação;
w vetor aleatório (k x 1 ) , representando a perturbação do sistema.

A estimativa do vetor de parâmetros 0 X é obtida através da utilização do Filtro 

de Kalman. O Filtro de Kalman é um algoritmo de estimação, onde suas equações 

permitem uma estimação recursiva de mínimos quadrados. Este filtro faz a estimação 

do vetor de estados 0A através de um sistema linear dinâmico estocástico discreto:

& = G , 0 , ,  + !> ,_ , ,

a partir de um vetor de observações, relacionado linearmente ao vetor de estados,
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yt =F. i r + K ,  >

onde T é a matriz de entrada de dados. As equações utilizadas para previsões são:

y t+h =Et+h ê.t+h+K.í+h,

^ t+ h  ^ t+ h  Q-t+h- 1 ~̂~ !£/+/> s

onde as matrizes w(+1...w/+/I são conhecidas, sendo necessária a inferência do

vetor 0 t+h e da matriz F t+h.

A capacidade de adaptação deve-se ao modelo de crescimento linear de 

estados múltiplos onde quatro modelos podem representar possíveis estados: normal, 

transiente, mudança de nível e mudança de inclinação. O modelo do estado normal 

indica que os desvios em relação à previsão são causados apenas pelos ruídos das 

observações. O modelo do estado transiente é caracterizado por uma observação 

anômala (“outlier,,) que não afeta as observações futuras, porém, acarreta um erro de 

previsão muito grande. O modelo do estado mudança de crescimento (inclinação) 

possui uma única alteração 110 parâmetro responsável pelo crescimento do processo. O 

modelo de estado mudança de nível possui alteração no parâmetro responsável pelo 

nível do processo (MORETTIN; TOLOI, 1981).

NEMBHARD e NEMBHARD (2001) propuseram a utilização do método 

Bayesiano em sistemas com comportamento dinâmico, onde, em operações de 

manufatura, o processo de fabricação necessita continuamente ser ajustado, estando 

associado com a transição na produção como 11a alteração do estilo ou composição do 

produto. Desenvolveram um controle de ajustamento para períodos de transição 

baseado na utilização da previsão Bayesiana, a fim de incorporar as informações 

anteriores e consideraram o sistema suficientemente robusto para responder 

efetivamente em tais períodos, onde dados históricos estão disponíveis. A 

implementação da proposta poderá evitar que os operadores da indústria utilizem suas
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experiências anteriores para ajustar o processo durante períodos de transição. Os 

autores esperam empregar o modelo em operações industriais de um produto, ou 

mesmo, de diversos produtos.

2.1.8 Outros Métodos de Previsão

CHAN, KINGSMAN e WONG (1999) utilizam em seu estudo uma 

combinação linear convexa de previsões realizadas através de diversos métodos para 

se obter uma melhor previsão final:

* ; = É  ,i=i
onde:

Xt é um vetor coluna com as previsões obtidas por n métodos (Xu, X2t, Xnt) no 

tempo t e kt é um vetor coluna com os pesos para cada um dos n métodos (kit, k2t, •••, 

knt), no tempo t, com 0 < kit < 1. A determinação da melhor combinação de pesos, 

vetor kt, é baseada na solução do sistema de Programação Quadrática:

Minimizar
{  m n \

Z E M W ,\ t =í í=i J

Sujeito a 2 ^ = 1  e k i > 0
i=\

onde Yt são os dados atuais (/ = 1 , 2 , / / / ) .

Foram utilizados métodos de previsão de séries temporais divididos em três 

grupos, Alisamento Exponencial, Box-Jenkins e Regressão. Segundo os autores, o 

desempenho dos diferentes métodos de previsão varia de caso a caso. Ainda, segundo 

os autores, não é geralmente aceita a conclusão de que sofisticados métodos gerem
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resultados melhores que os mais simples. A combinação dos métodos proporcionou 

melhorias de previsões da ordem de até 10%.

ASSIMAKOPOULOS e NIKOLOPOULOS (2000) propuseram um novo 

método de previsão chamado de Modelo Theta. Este foi um dos métodos testados na 

competição M3-Competition (MAKR1DAKIS ; HIBON, 2000), tendo apresentado um 

desempenho que chamou a atenção dos pesquisadores.

Este modelo decompõe a série em dois termos, curto e longo. Basicamente, a 

concepção está em se modificar a curvatura local da série temporal. Isto é obtido 

através de um coeficiente (0) o qual é aplicado diretamente à segunda diferença da 

série temporal original (este processo gera uma série modificada chama Theta-line):

x i

onde:

X dados 1 + X t-2 '

Inicialmente, a série é decomposta em duas ou mais Theta-lines, cada uma 

possuindo comportamento diferente em função do parâmetro 0 utilizado. São 

extrapoladas separadamente e simplesmente combinadas para gerar previsões. 

Qualquer método pode ser utilizado para extrapolação de acordo com a experiência 

existente.

ADYA, COLLOPY, ARMSTRONG e KENNDY (2001) descrevem um 

sistema especialista para previsão de séries temporais. Este sistema, chamado de Rule- 

Based Forecasting (RBF), utiliza quatro métodos: random walk, regressão linear, 

Alisamento Exponencial de Holt e Alisamento Exponencial de Brown. Neste sistema é 

estimado o nível e tendência, envolvendo correções, simplificações, identificação 

automática de características e recalibrações. Esta metodologia também participou da 

“M3-Competilion” (MAKRIDAKIS; HIBON, 2000), obtendo bons resultados em 

diversos tipos de séries.
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HYNDMAN et al. (2000) propuseram, para cada um dos modelos de 

alisamento exponencial, um modelo de previsão obtido através de equações de espaço 

de estado. Com esta metodologia, determinaram a escolha do melhor modelo ajustado 

através do critério de seleção AIC (Akaike’s Information Criterion), ver AWAD 

(1996) e CAVANAUGH (1997), e calcularam intervalos de confiança para cada um 

dos modelos.

2.1.9 Medidas de Precisão dos Métodos de Previsão e Desempenhos

WHEELWR1GHT e MARKIDRAKIS (1985) mostram que nos modelos de 

previsão de séries temporais, os valores das observações seguem um padrão de 

comportamento que é repetido no tempo e por uma componente estocástica. Mesmo 

que o padrão de comportamento seja bem definido, as previsões apresentarão desvios 

quando comparadas com os valores reais observados. Esta componente aleatória não 

pode ser prevista, mas pode ter seu valor estimado para que se possa verificar o grau 

de incerteza da previsão.

Existem vários tipos de medidas do eixo de previsão que podem mensurar o 

desvio entre os valores previstos x i e os observados x . :

Í A - x . )
Eixo Médio: ME = —------------ ,

n

Ê I 6 . - G
Erro Absoluto Médio: MAE = —------------  ,

n
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n

onde: x. é o valor da observação no instante /; i .  é o valor previsto para o instante i e 

n é o número de observações.

A verificação da qualidade do ajuste de um modelo a uma série observada é 

feita utilizando-se os critérios acima. Quanto menor for o erro, melhor estará ajustado 

o modelo à série. O erro quadrático médio (MSE) é geralmente preferido.

GODOFREY e POWELL (2000) propõem um modelo de previsão de séries 

temporais baseado no método de Alisamento Exponencial Linear de Brown, onde, 

para comparar a eficiência de sua proposta, utilizam os modelos ARIMA 

(metodologia Box & Jenkins) como padrão. Os autores testam aproximadamente 100 

modelos ARIMA e, comparando-os com o modelo proposto (AELB) através do RMSE 

(Raiz Quadrada do Erro Quadrático Médio), concluem que na aplicação por eles 

almejada, o método proposto obteve melhores previsões que o mais ajustado modelo 

ARIMA. Citam que os modelos ARIMA, por eles empregados, não são práticos para a 

maioria das aplicações que motivaram a sua pesquisa. Citam que os métodos ARIMA 

e os métodos clássicos de alisamento exponencial não são designados para séries com 

padrões irregulares como as criadas ou influenciadas pelo chamado efeito calendário.

Ê L - U
Erro Quadrático Médio: MSE = —-------------- ,

n

Erro Percentual Absoluto: APE = —— — .100 ,

y ('V; v 1 100
Erro Percentual Médio: MPE = —-----—----------  ,

n

100

Erro Absoluto Percentual Médio: MAPE = —-------  ,
n



R A J O P A D H Y E  e t  a l ( 2 0 0 1 )  u t il iz a m  o  E rro Q u a círá tico  M é d io  para  

d e te r m in a ç ã o  da m e lh o r  e s c o lh a  d e  p e s o s  p ara  c o m b in a ç ã o  d e  p r e v is õ e s ,  u t il iz a n d o  o  

v a lo r  p r e v is to  a tr a v é s  d a  c o m b in a ç ã o  e  o  v a lo r  rea l d a  sé r ie  te m p o r a l. N o  in e s m o  

tr a b a lh o , para  m e d ir  a p e r fo r m a n c e  d o  a lg o r itm o  d e  p r e v is ã o , u t il iz a m  o  Erro A b s o lu to  

M é d io . T a m b é m  c o m o  fo r m a  d e  v e r if ic a ç ã o  c ita  a u t i l iz a ç ã o  d o  Erro A b s o lu to  

P e r c e n tu a l M é d io .

A L O N , Q I, S A D O W 5 K I  ( 2 0 0 1 ) ,  u t il iz a n d o  d a d o s  d e  v e n d a s  v a r e j is ta s  d o s  

E sta d o s  U n id o s , q u e  p o s s u e m  fo r te s  p a d r õ e s  d e  te n d ê n c ia s  e  s a z o n a lid a d e s ,  c o m p a ra m  

o  d e s e m p e n h o  d o s  m é to d o s  tr a d ic io n a is :  H o lt -W in íe r s , A R Í M A  e  R e g r e s sã o  

M u ltiv a r ia d a  c o m  o  d e  R e d e s  N e u r a is  A r t if ic ia is . O  c o m p a r a t iv o  r e a liz a d o  u tiliz a  

c o m o  c r ité r io  o  M A P E  (E rro  A b s o lu to  P ercen tu a l M é d io ) . C o n c lu e m  q u e  to d o s  o s  

m é to d o s  o b tiv e r a m  c o m p o r ta m e n to s  s e m e lh a n te s , n ã o  e x is t in d o  d ife r e n ç a s  

s ig n if ic a t iv a s .  P e lo s  c r ité r io s  d o s  a u to r e s . R e d e s  N e u r a is  A r t if ic ia is  o b te v e  m e lh o r  

d e s e m p e n h o  n a s  p r e v is õ e s  a  u m  p a s s o . H o lt-W ir ite r s  te v e  m e lh o r  d e s e m p e n h o  em  

p r e v is õ e s  a m ú lt ip lo s  p e r ío d o s , o  q u e  d e m o n str a  a e f ic iê n c ia  d e s s e  m é to d o . O  m é to d o  

d a  r e g r e s s ã o , e m  m é d ia , a p r e se n to u  m a io r e s  erros.

T H U R Y  e  S T E P H E N  ( 1 9 9 8 )  a p r e se n ta m  um  e s tu d o  c o m  d a d o s  d e  p r o d u ç ã o  

in d u str ia l d a  Á u str ia  e  A le m a n h a . O s  d a d o s  c o n s is te m  d e  s é r ie s  c íc l ic a s .  E m  se u  

tra b a lh o  o s  a u to r e s  a n a lisa m  d u a s  m o d e la g e n s . A  p r im e ira , u m  m o d e lo  estru tu ra l 

b á s ic o , o u  se ja , um  m o d e lo  q u e  d e c o m p õ e  a sé r ie  cm  te n d ê n c ia , s a z o n a lid a d e  e  erro. A  

se g u n d a , o  m e s m o  m o d e lo  estru tu ra l a n ter io r , p o rém , c o m  u m a  c o m p o n e n te  c íc l ic a  

a d it iv a  (c o m p o n e n te s :  te n d ê n c ia , sa z o n a lid a d e , erro , c íc l ic a ) .  E ssa s  s é r ie s  sã o  

m o d e la d a s  s e g u n d o  a c la s s e  A R Í M A , p ara  e f e i t o  d e  c r ité r io  d e  d e s e m p e n h o . N a  

a v a lia ç ã o  da p e r fo r m a n c e , u tiliz a r a m  o  M A P E  (E rro  A b s o lu to  P ercen tu a l M é d io ) . O s  

a u to r e s  c o n c lu e m  p e lo s  r e s u lta d o s  e  para a s  s é r ie s  m o d e la d a s  q u e  o  m é to d o  estru tu ra l 

d e m o n s tr o u  m e lh o r  p r e c is ã o  q u e  o s  m o d e lo s  A R I M A . C ita m  a g r a n d e  f le x ib i l id a d e  d o  

m o d e lo  A R I M A  e  su a s  p r o p r ie d a d e s , p o r é m , n ã o  é  d if íc i l  a s e le ç ã o  d e  u m  m o d e lo  n ã o  

a p r o p r ia d o . E n tre  o s  m o d e lo s  e stru tu ra is  a ju s ta d o s , a q u e le  q u e  n ã o  c o n s id e r o u  a
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componente cíclica obteve melhor desempenho.

MAKRIDAKIS e HIBON (2000) realizaram a chamada “M3 -Competitiorí\ 

onde, utilizando 3003 séries, de vários tipos de dados temporais, de diferentes 

intervalos de tempo entre observações sucessivas, comparam o desempenho de 

diversos métodos. As séries foram ajustadas e manipuladas por especialistas de cada 

método e, posteriormente, as previsões foram enviadas aos pesquisadores para 

comparação com os dados reais. Entre os métodos que participaram da análise 

estavam: o Alisamento Exponencial Simples, Holt-Winter, ARIMA, e diversos outros 

métodos. Comparando os resultados obtidos neste estudo com os de competições 

semelhantes anteriores, ratificaram-se os seguintes pontos:

Io) os métodos mais sofisticados não necessariamente possuem melhor 

performance que os mais simples, inclusive em muitas situações o 

desempenho dos métodos simples foi melhor;

2 o) confirmou-se que a escolha do critério de verificação de precisão de 

previsões influencia na classificação dos métodos com relação ao 

desempenho de previsão;

3o) a classificação e escolha do melhor método depende do horizonte de 

previsão, isto é, alguns métodos tem melhor desempenho para um 

determinado horizonte e pior para outros.

Os autores destacam o bom desempenho do novo método Theta (ver item 

2.1.8), inclusive a sua simplicidade. Este método não é baseado em forte teoria 

estatística, porém, sua performance foi muito boa em diferentes tipos de séries, em 

diferentes horizontes de previsão e medidas de precisão.
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À  g e s tã o  e f ic a z  d a s  a t iv id a d e s  d e  u m a  e m p r e sa  n a  tr a n s fo r m a ç ã o  d e  in s u m o s  

e m  p r o d u to s  a c a b a d o s  e /o u  s e r v iç o s ,  v is a n d o  a te n d e r  s e u s  o b je t iv o s  d e  cu rto , m é d io  e  

lo n g o  p r a z o s  e  q u e  s e  in te r -r e la c io n a m  d e  fo r m a  c o m p le x a , é  d e f in id o  p o r  M A R T IN S  

c  L À U G E N í ( 1 9 9 9 )  c o m o  A d m in is tr a ç ã o  d a  P ro d u çã o .

2.2.1 Histórico

A  fu n ç ã o  da p r o d u ç ã o  (M A R T I N S ;  L A U G E N I , 1 9 9 9 ) , é  e n te n d id a  c o m o  as  

a t iv id a d e s  q u e  le v a m  à tr a n s fo r m a ç ã o  d e  u m  b e m  ta n g ív e l e m  um  o u tro  c o m  m a io r  

v a lo r  d e  m e r c a d o . E sta  fu n ç ã o  s e g u e  c o m  o  h o m e m  d e s d e  s e u s  p r im ó r d io s . D e s d e  o  

p o lim e n to  da p ed ra  a fim  de tra n sfo r m á -la  em  um  b e m  d c  u t il id a d e  m a io r  e  m a is  

e f ic a z ,  o  h o m e m  r e a liz a  a t iv id a d e s  d e  p r o d u ç ã o . N o  in íc io  d a s a t iv id a d e s  h u m a n a s, 

c o m o  n ã o  e x is t ia  o  c o m é r c io ,  e  a  tro ca  d e  b e n s  era  m u ito  p e q u e n a , o s  u te n s í l io s  eram  

u t i l iz a d o s  q u a se  q u e  e x c lu s iv a m e n te  p o r  q u e m  o s  p r o d u z ia .

N o  d ec o r r e r  d o  te m p o  e  c o m  o  a v a n ç o  d a  c iv i l iz a ç ã o ,  a s  p e s s o a s  m a is  

h a b il id o s a s  s e  d e s ta c a r a m  n a  c o n f e c ç ã o  d e  c e r to s  b e n s , e  p a ssa ra m  a fo r n e c e r  a 

te r c e ir o s . D e s ta  fo rm a  su rg ira m  o s  p r im e ir o s  a r te sã o s  e  a s  p r im e ira s  p r o d u ç õ e s  

o r g a n iz a d a s . O s  a r te sã o s , e v o lu ír a m  e  p a ssa ra m  a e s ta b e le c e r  p r io r id a d e s , p r a z o s  d e  

e n tr e g a s , a te n d im e n to  à s  e s p e c i f ic a ç õ e s  e p r e ç o s . C o m  o  c r e s c im e n to  d e s ta s  

a t iv id a d e s , to r n o u -s e  n e c e s s á r io  o  e m p r e g o  d e  a ju d a n tes . U m a  c o m p o n e n te  m u ito  

im p o r ta n te  n e s ta  e v o lu ç ã o  d a  p r o d u ç ã o  fo i a gu erra , q u e  e x ig ia  m u ita s  arm a s e  a in d a  a 

m a n u te n ç ã o  d e la s .

A  partir da R e v o lu ç ã o  In d u str ia l e  da d e sc o b e r ta  da m á q u in a  a v a p o r , em  

1 7 6 4  p o r  J. W a tt, o s  a r te sã o s  en traram  e m  d e c a d ê n c ia , u m a v e z  q u e  a m ã o -d e -o b r a
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humana passou a ser substituída pela máquina. O trabalho, antes realizado em casa 

pelo artesão, passou a ser realizado nas primeiras fábricas. A nova forma de produção 

passou a exigir a padronização dos produtos e do processo de fabricação, treinamento 

e habilitação de mão-de-obra, desenvolvimento da hierarquia de chefia, 

desenvolvimento das técnicas de planejamento e controle de produção e financeiro, 

desenvolvimento de técnicas de vendas.

O conceito de padronização não foi um dos mais fáceis a serem assimilados. 

Só em 1790 é que se tem registro das primeiras padronizações de produção. Eli 

Whitney foi responsável pela produção de mosquetões com peças intercambiáveis. 

Iniciou-se o registro, através de desenhos e croquis, dos produtos e processo fabris, 

surgindo a função de projeto de produto, de processos de fabricação, de instalações, 

equipamentos, etc.

No fim do século XIX, surge, nos Estados Unidos, Frederick W. Taylor, 

considerado o pai da Administração Científica. Ele introduz o conceito de 

produtividade, ou seja, procura por melhores métodos de trabalho e processos de 

produção, com a finalidade de produzir muito mais com o menor custo possível. Hoje 

essa busca se constitui no principal objetivo da moderna empresa, sendo que as 

técnicas mudaram. A produtividade, relação entre o que foi produzido e os insumos 

utilizados (custos de produção), sempre foi um bom indicador de sucesso ou fracasso 

das empresas.

Henry Ford criou na década de 1910 a revolucionária montagem seriada que 

veio introduzir o conceito de produção em massa. Caracteriza-se, esta forma de 

produção, por produzir grandes volumes de bens padronizados. A busca da melhoria 

da produtividade através de novas técnicas faz parte da abrangência da engenharia 

industrial. Com a engenharia industrial, novos conceitos foram incorporados: linha de 

montagem, posto de trabalho, estoques, monotonia de trabalho, arranjo físico, produtos 

em processo, motivação, sindicatos, manutenção preventiva, controle estatístico de 

qualidade, fluxogramas de processos, etc..
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A produção em massa, trouxe um grande aumento da produtividade e 

também da qualidade, bem como a maior uniformização dos produtos em razão da 

padronização e da necessidade da aplicação de técnicas de controle estatístico da 

qualidade.

O conceito de produção em massa e as suas técnicas produtivas 

predominaram nas fábricas até a década de 60, quando novas técnicas surgiram e 

passou-se a utilizar a denominada produção enxuta. Os novos conceitos advindos 

foram: just-in-time, engenharia simultânea, tecnologia de grupo, consórcio modular, 

células de produção, desdobramento da função qualidade, comakership (otimização 

das relações cliente e fornecedor), sistemas flexíveis de manufatura, manufatura 

integrada por computador, benchmarking, entre outros.

Neste processo de evolução e modernização, cresceu a importância dada à 

figura do consumidor. A busca pela satisfação do consumidor é que tem motivado a 

evolução das técnicas de produção, cada vez mais eficazes, eficientes e de alta 

produtividade. Chegou-se a tal pondo de flexibilidade que, em alguns casos, o 

consumidor já  especifica seu produto e isto normalmente não atrapalha o processo de 

produção do fornecedor.

Alguns especialistas já  citam que se está caminhando para a produção 

segundo à preferência do consumidor, onde a produção está ficando cada vez mais 

personalizada para cada cliente.

A globalização veio fazer com que as empresas se voltem cada vez mais para 

os seus clientes e, através de indicadores, monitorem seus desempenhos comparando- 

os com os dos concorrentes locais ou mundiais. Assim, começou de forma incessante, 

o que se costuma denominar de melhoria contínua (kaizen) dos produtos, buscando-se 

com o aperfeiçoamento da qualidade o aumento da produtividade.
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Segundo CORRE A, GIANESI e CAON (2000), o que se espera de um 

sistema de administração da produção, independentemente da lógica que utilize para 

atingir os objetivos estratégicos da organização, é que devem ser capazes de apoiar o 

responsável pela decisões logísticas ou seja:

a) planejar as necessidades futuras de capacidade produtiva da organização;

b) planejar os materiais comprados;

c) planejar os níveis adequados de estoques de matérias-primas, semi- 

acabados e produtos finais, nos pontos certos;

d) programar atividades de produção para garantir que os recursos produtivos 

envolvidos estejam sendo utilizados, em cada momento, nas coisas certas e 

prioritárias;

e) ser capaz de informar corretamente a respeito da situação corrente dos 

recursos (pessoas, equipamentos, instalações, materiais) e das ordens (de 

compra e produção);

f) ser capaz de prometer os menores prazos possíveis aos clientes e depois 

fazer cumpri-los;

g) ser capaz de reagir eficazmente.

As principais técnicas e lógicas utilizadas na Administração da Produção, 

nos últimos 15 anos, são: MRP {Material Requirements Planning), MRP II 

{Manufacturing Resources Planning), ERP {Enterprise Resources Planning), Just in 

Time, Programação de Produção com Capacidade Finita (Técnicas de Simulação em 

Computador), (CORRÊA; GIANESI; CAON, 2000).

2.2.2 Importância da Administração da Produção
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O  e le m e n to  g e r e n c ia l  e s s e n c ia l  n a  A d m in is tr a ç ã o  d a  P r o d u ç ã o  é  a  

A d m in is tr a ç ã o  d e  M a te r ia is . E ía  tem  im p a c to  d ir e to  na lu c r a t iv id a d e  d e  e m p r e sa  e  n a  

q u a lid a d e  d o s  p r o d u to s , h a v e n d o  n e c e s s id a d e  d e  u m a  g e s tã o  c o m  o  o b je t iv o  d e  re d u z ir  

e s to q u e s  e  m a n ter  o  c l ie n te  s a t is f e ito  (M A R T I N S ;  L A U G E N I , 1 9 9 9 ) .

A s  p r in c ip a is  a tr ib u iç õ e s  d e le g a d a s  a o s  r e s p o n s á v e is  p e la  a d m in is tr a ç ã o  d e  

m a te r ia is  sã o : c o m p r a s , p r o g r a m a ç ã o  d a  p r o d u ç ã o  e a r m a z e n a m e n to . D e p e n d e n d o  d o  

p o r te  e  c o m p le x id a d e  d e  c a d a  e m p r e sa , as a tr ib u iç õ e s  p o d e m  esta r  su b o r d in a d a s  a u m  

ú n ic o  ó r g ã o /s e to r  o u  p o d e m  c o n s t itu ir  s e to r e s  is o la d o s . A  c o m u n ic a ç ã o  en tre  o s  

s e to r e s  o u  ó r g ã o s  q u e  c o m p õ e m  a A d m in is tr a ç ã o  d e  M a te r ia is  d e v e  se r  rá p id a  e  

e f ic ie n te . D a s  fu n ç õ e s  d a  A d m in is tr a ç ã o  d e  M a te r ia is , p o d e - s e  citar:

1) análise das necessidades dos clientes -  r e a liz a d a  p e lo  p la n e ja m e n to , q u e  

v e r if ic a  a e x is t ê n c ia  d e  to d o s  o s  r e c u r so s  m a te r ia is  n e c e s s á r io s  ao  

a te n d im e n to  d a  d e m a n d a  d e  u m  d e te r m in a d o  p e d id o , p la n e ja n d o  a p r o d u ç ã o  

in tern a  o u  in fo r m a n d o  a o  se to r  d e  c o m p r a s  a n e c e s s id a d e  d e  r e p o s iç ã o  de  

a lg u m  item ;

2 )  reposição/aquisição de materiais -  r e s p o n s a b il id a d e  d o  se to r  d e  c o m p r a s , 

p r o c e d e  à  s e le ç ã o /c a d a s tr a m e n to  d e  fo r n e c e d o r e s , e m is s ã o  d e  p e d id o s  d e  

c o m p r a s , a c o m p a n h a m e n to  d o  p e d id o  (jòllow-up);

3 )  recebimento de materiais -  a  c a r g o  d o  se to r  d e  a r m a z e n a m e n to  o u , e m  

a lg u n s  c a s o s ,  d o  s e to r  d e  r e c e b im e n to  e  c o n fe r ê n c ia  d e  m a te r ia is , o n d e  é  

v e r if ic a d a  a  c o n fo r m id a d e  c o m  o  p e d id o , a  s itu a ç ã o  f is c a l  e  c o n tá b il  e , 

p o s te r io r m e n te , o  e n c a m in h a m e n to  p ara  o  e s to q u e /a r m a z e n a m e n to ;

4 )  armazenamento de materiais -  lo c a l  d e s t in a d o  a gu a rd a r  e  e s to c a r  

m a te r ia is  para  se r e m  u t i l iz a d o s  n a  lin h a  d e  p r o d u ç ã o , n e c e s s ita n d o  

o r g a n iz a ç ã o , a m b ie n te  a d e q u a d o  p ara  m a n ter  a q u a lid a d e  d o s  m a te r ia is  e

2.2.3 Administração de Materiais
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informação confiável das quantidades armazenadas;

5) gerenciamento de estoques -  a cargo do setor de armazenagem ou setor 

específico de controle ligado à produção, possui a finalidade de controlar os 

níveis de estoques de forma eficiente, não permitindo a falta do mesmo para 

produção e reduzindo ao mínimo a sua permanência, a fim de reduzir custos 

(manutenção/financeiro).

6) logística de distribuição - setor de transportes e entregas, visa a entrega 

dos materiais no ponto certo, ao menor custo e prazo, mantendo a qualidade.

2.2.3.1 Previsão e Comportamento da Demanda (Vendas)

A demanda de produtos de uma determinada empresa é influenciada por 

diversos fatores, sendo que para o planejamento possa ser o mais confiável possível, é 

de grande importância o conhecimento de seu comportamento, quer por previsões 

baseadas em dados passados, quer por conhecimento dos fatores que possam afetar o 

seu comportamento (CORRÊA; GIANESI; CAON, 2000). Estes autores destacam:

a) habilidade para prever a demanda -  a empresa necessita manter dados 

históricos, confiáveis, das demandas passadas por produto, bem como 

informações de ocorrências conhecidas que possam explicar o seu 

comportamento, inclusive alterações ou influências sofridas. Assim, com 

base nesses dados, deve-se utilizar modelos estatísticos adequados que 

possam explicar variações e ajustar modelos para estimar/prever o 

comportamento futuro;

b) canal de comunicação com o mercado -  os colaboradores da empresa que 

estão diretamente em contato com os clientes (vendedores e representantes), 

de uma forma geral, estão somente preocupados em vender. Uma função
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extremamente importante e que normalmente é negligenciada, é a de trazer 

informações da satisfação dos clientes e as necessidades do mercado para a 

empresa. Esse tipo de informação é tão importante quanto as previsões 

baseadas em históricos das demandas de vendas;

c) poder de influência sobre a demanda -  algumas atitudes da própria empresa 

podem alterar o comportamento da demanda como, por exemplo, 

parcelamento de entregas, uma vez que o cliente pode estar rotineiramente 

comprando desnecessariamente lotes grandes, promoções, propagandas, 

disponibilização de mix de produtos forçando a venda de itens que 

normalmente têm menos vendas; os responsáveis pela previsão de vendas 

deverão ser informados das estratégias futuras da empresa;

d) promessa de prazos -  item de grande importância para garantir o 

desempenho em confiabilidade de entregas;

e) prioridades e alocação -  o planejamento é realizado para que se possam 

criar condições de se atender toda a demanda prevista, porém, caso no 

decorrer dos prazos isto não seja possível, ocorra falta de recursos e 

materiais necessários, deverão ser estabelecidas prioridades para se decidir 

quais clientes serão atendidos total ou parcialmente e quais terão que 

esperar. Esta decisão deve envolver a área comercial da empresa.

O acompanhamento e controle da demanda em uma empresa envolve 

diversas áreas e setores. Uma vez que se relaciona com os clientes, deve existir a 

participação da área comercial (vendas e marketing). Porém, como devem ser geradas 

informações de previsão, que são fundamentais ao processo de planejamento, bem 

como, decisões de prazos de entrega, a área de planejamento deve ser envolvida. Em 

algumas empresas, o controle e acompanhamento da demanda está sob 

responsabilidade da área de planejamento. A área comercial, com freqüência, não 

assume compromisso pelas previsões seja por acreditar que não possa contribuir e que
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as previsões possam ser obtidas exclusivamente de dados históricos, seja por ser 

avaliada exclusivamente pelo volume de vendas, ou mesmo por não se comprometer 

com erros que normalmente ocorrem implicitamente no processo (CORRÊA; 

GIANESI; CAON, 2000). A área de planejamento, com freqüência, não confia nas 

informações e previsões passadas pela área comercial. Devido às divergências entre as 

duas áreas citadas, é comum que as previsões utilizadas para alimentar os 

planejamentos sejam elaboradas somente pela área de planejamento e com base nos 

dados históricos e informações da carteira de pedidos, sendo uma avaliação calçada 

apenas em números e que não considera informações vindas do mercado. Desta forma, 

o desempenho do planejamento terá um desempenho satisfatório por não se estar 

utilizando todas as informações disponíveis. As campanhas de marketing e promoções 

de vendas devem ser consideradas por influenciarem na demanda futura. A falta de 

comprometimento da área comercial com as previsões da demanda poderá fazer com 

que o plano de vendas não tenha coerência com o plano de produção (plano mestre), o 

que poderá ocasionar problemas de desempenho acarretando problemas de 

atendimento aos clientes, inclusive no nível de atendimento e satisfação.

O controle e previsão da demanda somente pela área comercial pode ser 

confundido com o plano de metas de vendas, distorcendo as informações a serem 

passadas à área de planejamento. CORRÊA, GIANESI e CAON (2000) indicam como 

melhor condição para o “gerenciamento da demanda”, o comprometimento das 

diversas áreas com informações relevantes e consistentes que possam melhor entender 

e explicar o comportamento do mercado. Algumas empresas criaram um setor de 

“administração de vendas”, ligado à área comercial, visando ao seu comprometimento, 

e por esta área possuir melhor contato e visão do mercado. Outras empresas, evitando 

o perfil da área comercial de prioritariamente estar ligada à atividade de vendas, 

criaram uma área de gestão da demanda, ligada diretamente à diretoria. Este setor 

necessita articular com as demais áreas visando o comprometimento de todos e 

buscando informações necessárias ao seu desempenho.



63

SIPPER e BULFIN (1997) apontam como objetivos do sistema de previsão 

de fornecer previsões com precisão apropriada de forma pontual e a custo razoável. E 

segundo CORRE A, GIANESI e CAON (2000) “O processo de previsão de vendas 

(demanda) é possivelmente o mais importante dentro da gestão da demanda” . Um dos 

problemas da previsão é a presença de erros dado que se trabalha com variáveis 

aleatórias. Com isso o planejamento, que necessita de previsões, sempre terá de ser 

revisto e atualizado quando da obtenção dos registros reais, ou quando os 

planejamentos vão se concretizando. Mas, com as facilidades da informática de hoje 

isto não é um problema.

As principais características dos problemas de previsão são: horizonte de 

previsão, nível de detalhes, precisão necessária e o número de previsões a serem feitas 

(SIPPER; BULFIN, 1997).

A elaboração de um sistema de previsões envolve coleta de dados e 

tratamento e análise das informações. Isto é necessário para que se obtenha estimativas 

futuras das demandas, por produto e segundo a unidade de tempo (dias, semanas, 

meses, etc.). De acordo com CORREA, GIANESI e CAON (2000), na previsão da 

quantidade de vendas devem ser observados:

1 ) dados históricos da demanda de vendas, por período;

2 ) informações que auxiliem no entendimento de comportamentos atípicos do 

passado;

3) variáveis atuais que possam influenciar a demanda futura;

4) previsão de variáveis que possam influenciar a demanda;

5) conhecimento sobre a conjuntura econômica atual e previsão futura;

6) informações de clientes que possam indicar seu comportamento de compra;

7) informações sobre concorrentes que possam alterar o comportamento das

2.2.3.1.1 Previsão da Demanda
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v e n d a s  fu tu ra s;

8 )  d a d o s  d a s  á rea  c o m e r c ia l so b r e  d e c is õ e s  q u e  p o s s a m  a lterar  a  q u a n tid a d e  d e  

v e n d a s .

O s  d a d o s  h is tó r ic o s  s ã o  tr a ta d o s , e s ta t is t ic a m e n te , p o r  m o d e lo s  d e  s é r ie s  

te m p o r a is  (v id e  ite m  2 .1 ) .  D a d o s  p a s s a d o s  q u e  p o ssa m  e x p lic a r  o  c o m p o r ta m e n to  sã o  

u t il iz a d o s  para  e n te n d im e n to  d o  f e n ô m e n o . A s  p r e v is õ e s  o b t id a s  p o r  m e io  d e  m é to d o s  

e s ta t ís t ic o s  n ã o  d e v e m  se r  c o n s id e r a d a s  d e f in it iv a s , p o is  o s  p ro g ra m a s, m e s m o  o s  m a is  

s o f is t ic a d o s ,  n ã o  c o n s e g u e m  c o n s id e r a r  to d a  a m u lt ip lic id a d e  d e  fa to r e s  q u e  e v o lv e m  o  

c o m p o r ta m e n to  d a  d e m a n d a  (C O R R Ê A ; G I A N E S l;  C A O N , 2 0 0 0 ) .  C o m  o s  d a d o s  

e s ta t ís t ic o s  e  d e m a is  fa to r e s  q u e  p o s s a m  in ter fer ir  110 c o m p o r ta m e n to  da d em a n d a  é  

n e c e s s á r io  q u e  um  e s p e c ia l is ta  o u  r e s p o n s á v e l  e x p e r ie n te  to m e  a  d e c is ã o  d e  in d ic a r  a 

d e m a n d a  a se r  u t i l iz a d a  110 p la n e ja m e n to  e  c o n tr o le  da p r o d u ç ã o . E m  a lg u m a s  

e m p r e sa s , 110 lu g a r  d e  e s p e c ia l is ta s ,  sã o  r e u n id o s  o s  r e p r e se n ta n te s  d a s  áreas  

e n v o lv id a s  (á rea  c o m e r c ia l ,  d e  p la n e ja m e n to  d a  p r o d u ç ã o , f in a n c e ir a  e d e  

d e s e n v o lv im e n to  d e  p r o d u to s )  para  u m a  “ r e u n iã o  d e  p r e v is ã o ” o n d e  e x is t ir á  o  

c o m p r o m e t im e n to  d e  to d o s  c o m  o s  v a lo r e s  c o n s e n s a d o s  (C O R R Ê A ; G I A N E S l;  

C A O N , 2 0 0 0 ) .  C o n tu d o , a  e x is t ê n c ia  d e  um  s is te m a  d e  p r e v isã o  c o m  b a se  c ie n t íf ic a  é 

fu n d a m e n ta l a u m a  d e c is ã o  sá b ia .

A R N O L D  ( 1 9 9 9 )  c ita  q u e  a s  p r e v is õ e s  d a  d e m a n d a  d e  v e n d a s  d e v e m  ser  

e s tu d a d a s  a cu r to , m é d io  e  lo n g o  p r a z o . A s  p r o je ç õ e s  a lo n g o  p r a z o  s ã o  n e c e s s á r ia s  

para o  p la n e ja m e n to  e s tr a té g ic o  d e  m á q u in a s  e  in s ta la ç õ e s .  A  m é d io  p r a z o , n e c e s s ita -  

s e  d a  p r o je ç ã o  da d e m a n d a  a g r e g a d a  para  o  p la n e ja m e n to  d a  p r o d u ç ã o . A  cu rto  p ra zo , 

é  n e c e s s á r ia  a  in fo r m a ç ã o  p a ra  c a d a  ite m  e  e s tá  d ir e ta m e n te  r e la c io n a d a  c o m  0 P la n o  

M e s tr e  d a  P r o d u ç ã o  (M P S , ite m  2 .2 .3 .2 .1 ) .

C O R R Ê A , G I A N E S l e  C A O N  ( 2 0 0 0 )  c la s s i f ic a m  a s p r e v is õ e s  c o m o  d e  

cu r to , m é d io  e  lo n g o  p r a z o . A s  p r e v is õ e s  d e  cu r to  p ra zo  s ã o  d e  a té  q u atro  m e s e s . S ã o  

o b tid a s  u t i l iz a n d o - s e ,  b a s ic a m e n te , m o d e lo s  d e  p r e v is ã o  d e  s é r ie s  te m p o r a is  (v id e  ite m
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2 . 1 ), considerando-se os fatores de tendência e sazonalidade dos dados passados. As 

previsões são baseadas na hipótese de que os dados futuros continuarão com o 

comportamento dos dados passados. Para o tratamento estatístico, existem pacotes 

computacionais que permitem esta análise, porém, necessitam de algum conhecimento 

estatístico por parte do analista. A previsão para médio prazo, o peso dado à previsão 

estatística (modelo de séries temporais) é diminuído e a análise feita após o tratamento 

estatístico terá maior importância. Passa-se a dar importância aos modelos causais, 

onde procura-se estabelecer relações entre as vendas no passado e outras variáveis que 

expliquem seu comportamento. Podendo para tanto adotar modelos de regressão 

múltipla, onde se procura verificar as correlações entre os dados passados e as 

variáveis escolhidas. Para a previsão a longo prazo (vários anos), a hipótese de que as 

relações que existiam no passado entre as vendas e outras variáveis pudessem vir a 

exprimir o comportamento futuro, podem não ser mais confiáveis. Mudanças 

tecnológicas, a introdução de novos produtos substitutos, novas aplicações, entre 

outras, podem alterar relações anteriormente existentes. Para períodos longos de 

previsão deve ser dada maior importância à opinião de especialistas. Modelos 

temporais podem ser utilizados, porém, deve-se atribuir pesos maiores na analise dos 

fatores que possam explicar a demanda passada e os que possam vir a interferir nas 

vendas futuras.

ARNOLD (1999) classifica as técnicas de previsão em três categorias:

Io) técnicas intrínsecas, as que utilizam dados históricos, registrados pelas 

empresas e que refletirão no futuro. “O que aconteceu no passado 

acontecerá no futuro”. “Na falta de qualquer outra bola de cristal, o melhor 

guia para o futuro é o que aconteceu no passado”. A técnica intrínseca é 

importante para o Plano Mestre de Produção;

2 o) técnica de previsão extrínseca, pela qual indicadores externos são 

relacionados à demanda por produtos da empresa. A dificuldade é encontrar
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um indicador que melhor se relacione com a demanda. Esta técnica é 

melhor empregada para previsões de famílias de produtos ou demanda total 

de produtos da empresa. Mais freqüentemente utilizada no planejamento de 

negócios ou da produção do que na previsão de itens finais individuais.

3o) As técnicas qualitativas, que são projeções baseadas no discernimento, na 

intuição e em opiniões de especialistas. São subjetivas, e utilizadas para 

prever tendências gerais dos negócios e demanda potencial de grandes 

famílias de produtos para um período longo. Raramente são adequadas a 

previsões de estoques e produção. Pode ser utilizada para prever demanda 

de um novo produto que ainda não tenha dados históricos suficientes para 

outra forma de análise. Nestes casos a técnica qualitativa é realizada através 

de pesquisa de mercado e análises comparativas com lançamentos e 

crescimentos de produtos semelhantes.

SIPPER e BULFIN (1997) também citam como métodos de previsão o 

qualitativo, o causai e os estatísticos (séries temporais).

MARTINS e LAUGENI (1999) dividem o período de previsão em curto, 

médio e longo prazos. No curto prazo, até três meses, são utilizados métodos 

estatísticos. No médio prazo, de 4 meses até 2 ou 3 anos, e também no longo prazo, 

acima de 3 anos, são empregados modelos explicativos ou modelos econométricos, 

que utilizam variáveis relacionadas com a demanda a ser prevista.

As previsões da demanda voltada para a produção são, normalmente, 

classificadas como: previsão agregada e previsão desagregada (CORREA; GIANESI; 

CAON, 2000). A primeira utiliza como previsão um conjunto de produtos ou família 

de produtos. O fato de agrupar os itens diminui o nível de incerteza. É utilizada para 

prazos longos, podem orientar decisões sobre ampliações, capacidades produtivas, 

expansões. Os custos envolvidos são altos, e o erro de previsão é diminuído pelo 

agrupamento, o erro global é reduzido. A segunda forma de previsão ocorre por
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produto, por item. É utilizada para curtos prazos e para decisões por produto, incluindo 

materiais e composição por item. Os custos envolvidos são menores. A desagregação 

gera maior incerteza na previsão, porém, os períodos previstos são curtos (dias, 

semanas ou alguns meses), fazendo com que os erros de previsão não sejam 

demasiadamente grandes. Itens isolados possuem erros maiores de previsão.

CHAN, KINGSMAN e WONG (1999) utilizam uma combinação de 

diversos métodos de previsão, atribuindo pesos a cada um deles, obtendo uma melhor 

previsão para o gerenciamento de estoques de formulários, utilizados diariamente em 

um banco em Hong Kong. Para o cálculo do estoque de segurança, basearam-se nos 

desvios padrões das previsões.

2.2.3.1.2  Comportamento da Demanda

A demanda de um produto normalmente é incerta, porém, em alguns casos 

pode ser razoavelmente previsível (SLACK et al., 1997). Dependendo do produto ou 

do ramo da empresa, o comportamento da demanda possui características diferentes. 

Algumas seguem um tipo de comportamento padrão, com poucos desvios, outras são 

muito sensíveis em função do mercado em que o produto está inserido.

Para SLACK et al. (1997), algumas atividades são previsíveis e se pode 

decidir sobre recursos e materiais necessários. Isto por que se tem pedidos futuros 

firmes (certos) ou se tem uma noção razoavelmente boa dos pedidos dos clientes que 

irão entrar ou mesmo por se ter algum tipo de informação da demanda de um 

determinado produto final onde o produto produzido pela empresa irá fazer parte. Esta 

atividade é baseada em um tipo da demanda que pode ser chamada de demanda 

dependente. Existem outras atividades que não se tem noção de como poderá ser o seu 

comportamento e para se efetivar a previsão, somente estarão disponíveis os dados 

históricos. Este tipo de atividade é baseada em um tipo da demanda conhecida por
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d e m a n d a  in d e p e n d e n te . D e m a n d a  d e p e n d e n te  é  r e la t iv a m e n te  p r e v is ív e l  d e v id o  a su a  

d e p e n d ê n c ia  e m  a lg u n s  fa to r e s  c o n h e c id o s .  A  d e m a n d a  in d e p e n d e n te  n ã o  d e ix a  

e s c o lh a  e  te m -s e  q u e  to m a r  d e c is õ e s  s e m  q u a lq u e r  p e d id o  f ir m e  o u  c o n h e c im e n to  m a is  

s e g u r o  d o  c o m p o r ta m e n to  d a  d e m a n d a . N e s t a  s itu a ç ã o , p r o c u r a -se  fa z e r  a  m e lh o r  

a v a lia ç ã o  (p r e v is ã o )  d a  d e m a n d a  fu tu ra  e  te n ta -s e  p r e v e r  o s  r e c u r so s  n e c e s s á r io s  para  

a te n d ê - la . C a s o  a p r e v is ã o  n ã o  se ja  c u m p r id a , d e v e - s e  ter  m e c a n is m o s  á g e is  para se  

ad a p ta r  à  d e m a n d a  rea l.

A R N O L D  ( 1 9 9 9 )  c la s s i f ic a  a  d e m a n d a  c o m o  in d e p e n d e n te  e  d e p e n d e n te . A  

d e m a n d a  in d e p e n d e n te  n ã o  é  r e la c io n a d a  à d e m a n d a  d e  n e n h u m  o u tro  p r o d u to , e  c o m  

is s o  n e c e s s i t a  s e r  p r e v is ta . A  d e m a n d a  d e p e n d e n te , p o r  su a  v e z , é  d ir e ta m e n te  

r e la c io n a d a /v in c u la d a  à  d e m a n d a  d e  m o n ta g e n s  o u  d e  p r o d u to s  e m  q u e  o  item  

p r o d u z i d o /a n a l i sa d o  se r á  e m p r e g a d o . E m  fu n ç ã o  d o  c o n h e c im e n to  d a  d e m a n d a  d e s te s  

p r o d u to s  d e  n ív e is  m a is  a lto s , p o d e  ser  c a lc u la d a  a n e c e s s id a d e  d o s  p r o d u to s  d e  n ív e is  

m a is  b a ix o s .  In d ic a  a u t i l iz a ç ã o  d o  s is te m a  M ateria l Reqtiirem enfs P íanning  (M R P )  

para o  c o n tr o le  d o s  ite n s  d a  d e m a n d a  d e p e n d e n te  (v e r  item  2 .2 .3 .2 .2 ) .

S 1 P P E R  e  B U L F 1 N  ( 1 9 9 7 )  c la s s if ic a m  a d e m a n d a  in d e p e n d e n te  c o m o  a q u e la  

e in  q u e  a  d e m a n d a  d e  u m  ite m  n ã o  e s tá  r e la c io n a d a  c o m  a d e m a n d a  d e  o u tro  e é , 

p r in c ip a lm e n te , in f lu e n c ia d a  p e la s  c o n d iç õ e s  d e  m e r c a d o . E ste  t ip o  d e  d e m a n d a  é  

c a r a c te r ís t ic a  d e  v e n d a s  a v a r e jo  o u  d e  p r o d u to s  a c a b a d o s . N a  d e m a n d a  d e p e n d e n te , a 

d e m a n d a  d e  um  ite m  é  d e r iv a d a  d a  d e m a n d a  d e  o u tro  item . E s te  t ip o  d e  d e m a n d a  é  

t íp ic a  d e  p r o d u to s  m a n u fa tu r a d o s . T a m b é m  in d ic a m  o  M R P  c o m o  o  s is te m a  m a is  

in d ic a d o  para c o n tr o le  d e  p r o d u ç ã o  b a s e a d o  na d e m a n d a  d e p e n d e n te .

C O R R Ê A , G I A N E S í e  C A O N  ( 2 0 0 0 )  in d ic a m  c o m o  d ife r e n ç a  b á s ic a  en tre  

a s d u a s  fo r m a s  d e  d e m a n d a , q u e  a in d e p e n d e n te  tem  d e  se r  p r e v is ta  c o m  b a se  n a s  

c a r a c te r ís t ic a s  d o  m e r c a d o  c o n s u m id o r , e  a d e p e n d e n te  n ã o  p r e c is a  se r  p r e v is ta  e , s im , 

c a lc u la d a  c o m  b a se  n a  d e m a n d a  c o n h e c id a  d o  ite m  a q u e  se  é  d e p e n d e n te .
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O planejamento e controle da produção é um dos mais importantes conceitos 

da Administração da Produção, e consiste em planejar as necessidades futuras de
A

capacidade, que costuma ser a inércia intrínseca dos processos de decisão (CORREA; 

GIANESI; CAON, 200 0).

A complexidade de produção, variando de empresa para empresa, ou até 

mesmo de linha de fabricação para linha de fabricação, envolve a utilização de 

maquinários, equipamentos, materiais e habilidades de trabalhos diferentes. Para ser 

competitiva, uma empresa precisa gerenciar/organizar todos esses fatores para a 

fabricação dos seus produtos certos, no tempo certo, com o maior nível de qualidade e 

de forma mais econômica possível (ARNOLD, 1999).

O propósito do Planejamento e Controle é “Garantir que a produção ocorra 

eficazmente e produza produtos e serviços como deve. Isto requer que os recursos 

produtivos estejam disponíveis: na quantidade adequada; no momento adequado e no 

nível de qualidade adequado.” O planejamento pode ser interpretado como um 

conjunto de intenções e o controle como um conjunto de ações que visam ao 

direcionamento do planejamento (SLACK et al., 1997).

O planejamento é dependente de previsões. Os sistemas de previsões deverão 

ser eficazes, pois condicionarão decisões sobre o que, quanto e quando produzir e 

comprar e, ainda, com que recursos produzir. Uma exceção a esta forma de utilização 

de previsões e no sistema Just in Time, onde a compra ou fabricação só é feita com a 

chegada do pedido. A previsão, nesta forma de produção, serve para dimensionar o 

kanban.

O traçado dos planos e estratégias de produção e vendas, depende 

inicialmente de definições do horizonte de planejamento. Esse horizonte engloba o 

prazo para efetivação das decisões, o prazo para replanejamento (revisão do planejado) 

e o tempo de validade das informações (CORREA; GIANESI; CAON, 2000). O

2.2.3.2 Planejamento e Controle da Produção
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replanej amento, que é necessário para verificar o posicionamento do que está sendo 

realizado e o que foi previsto, serve para corrigir desvios e/ou até mesmo reavaliar o 

planejamento. Este período depende da estabilidade do mercado envolvido. Em alguns 

casos pode ser mensal, em outros, semanal ou mesmo diário. Para que esta etapa de 

replanej amento possa ser confiável, deverá ser executada com base em dados 

atualizados. Os principais elementos que influenciam a determinação desse período 

são: estabilidade da demanda, confiabilidade do processo, confiabilidade dos 

fornecedores e tempo de decisão (CORREA; GIANESI; CAON, 2000).

O horizonte de planejamento, normalmente, é classificado em curto, médio e 

longo prazo. Quanto maior o prazo, maiores serão os níveis de recursos envolvidos, 

maiores relevâncias nas tomadas de decisões erradas. Previsões de longo prazo, são 

geralmente feitas sob condições de maior incerteza. Probabilidade de erro cresce com 

o horizonte de previsão, onde se justifica a necessidade do replanej amento.

Segundo SLACK et al. (1997), os planejamentos e controles a longo prazo 

são relativos ao que se pretende fazer, que recursos serão necessários e quais objetivos 

se espera atingir. A ênfase maior é dada ao planejamento e os objetivos serão em 

grande parte estabelecidos em termos financeiros. A médio prazo, é visado um 

detalhamento maior das operações. Neste horizonte de planejamento, devem ser 

elaborados planos contingenciais para viabilizar alterações nos planos sem grandes 

transtornos, permitindo maior flexibilidade de correções em busca do alcance dos 

objetivos que serão estabelecidos tanto em função de termos financeiros como 

operacionais. Os planejamentos e controles de curto prazo possuem maior ênfase no 

controle, uma vez que os recursos estarão definidos e as tarefas da produção 

detalhadas e distribuídas. Podem ser feitas alterações, porém, mudanças muito bruscas 

trarão transtornos à linha de produção. As atividades estarão detalhadas ao máximo e 

os objetivos serão basicamente operacionais.

A tarefa de Planejamento e Controle está sujeita a algumas limitações 

(SLACK et al., 1997), pois o fornecimento de recursos não é infinito. Genericamente
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cita-se: limitações de custos -  os produtos e serviços devem ser produzidos dentro de 

custos determinados; limitações de capacidade - os produtos e serviços devem ser 

produzidos dentro de limites de capacidade projetados para a operação; limitação de 

tempo -  os produtos e serviços devem ser produzidos dentro de um intervalo de tempo, 

no qual eles ainda têm valor para o consumidor; limitações de qualidade -  os produtos 

e serviços devem ter conformidade aos dados limites de tolerância projetados para o 

produto ou serviço.

É citado por SLACK et al. (1997) que, em resposta ao comportamento da 

demanda, a produção deverá adotar um tipo de estratégia que influenciará o 

atendimento ao mercado. Os tipos de produção poderão ser: produção para estoque, 

onde os produtos fabricados se destinarão a manter os estoques da fábrica ou dos 

canais de vendas sempre nos níveis adequados; produção contra pedido, onde 

normalmente se utiliza o plano mestre de produção (ver item 2 .2 .3.2 . 1 ) para controle e 

gerência da produção, atuando no nível dos conjuntos ou componentes semi-acabados 

utilizados para montar o produto final; e produção sob encomenda, onde não existe o 

planejamento para fabricação dos produtos. O planejamento de fabricação ocorre 

somente quando da chegada de uma encomenda.

2.2.3.2.1 Plano Mestre de Produção (MPS)

O Plano Mestre de Produção (Master Production Schedule -  MPS) é um 

plano que visa à fabricação de itens individuais finais, no qual se coordena a demanda 

do mercado com os recursos internos da empresa, de forma a programar taxas 

adequadas de produção (CORREA; GIANESI; CAON, 2000). O MPS permite 

fornecer aos clientes um nível adequado de serviço, baseado nas restrições impostas 

pelos níveis de estoques, recursos e tempo disponível. ARNOLD (1999) define MPS 

como uma declaração sobre quais itens finais devem ser produzidos, a quantidade de
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cada um e as datas em que devem ser completados. Isso conduz o sistema MRP (ver 

item 2 .2 .3.2 .2 ) fornecendo dados iniciais para os itens necessários a serem produzidos. 

Para se desenvolver um MPS são necessárias as seguintes informações: planejamento 

de produção e estratégico; previsões para itens finais e de forma individual, pedidos 

em carteira, níveis de estoque dos produtos acabados e restrições de capacidade.

Para elaboração do MPS, devem-se levar em consideração os planos 

estratégicos da empresa onde são levantadas as decisões de longo prazo, que deverão 

ser seguidas. Estes planos estratégicos envolvem diversos setores como: marketing, 

financeiro, produção e engenharia de produto. Além do delineamento de caminhos a 

serem seguidos (objetivos a serem atingidos), leva-se em consideração o nível de 

fabricação, níveis de estoques desejados, recursos materiais, humanos e financeiros 

(CORRÊA; GIANESl; CAON, 2000). Para que o MPS possa ser elaborado sobre 

bases confiáveis e adequadas de informações, este deve receber e seguir as 

informações do Planejamento de Vendas e Operações (S&OP -  Sales and Operations 

Planning), que é um módulo recente criado para ser incorporado no sistema MRP II. O 

S&OP busca a revisão contínua e integradora dos planos individuais de cada área, ou 

seja, busca a integração dos planos de marketing, de produção, de engenharia e 

financeiro. Com esta integração, os planos das diversas áreas serão mais realísticos em 

direção aos objetivos da empresa e permitirão melhor planejamento da produção, dos 

estoques e compras/encomendas (ARNOLD, 1999).

O MPS deve ser realista, factível e refletir o equilíbrio entre a capacidade 

exigida e disponível. O horizonte de planejamento do MPS estende-se, normalmente, 

de três a dezoito meses, variando de acordo com os lead times de compra e fabricação, 

sendo os planos revisados e modificados semanalmente ou mensalmente (ARNOLD, 

1999). As suas principais funções são:

- formar o elo entre o planejamento estratégico da cúpula da empresa 

através do S&OP e o que é executado pela produção;
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- p la n e ja m e n to  d a s  n e c e s s id a d e s  d e  c a p a c id a d e , u m a  v e z  q u e  d e term in a  

a c a p a c id a d e  e x ig id a ;

- p la n e ja r  a s  n e c e s s id a d e s  d e  m a te r ia is  q u e  se r ã o  c o o r d e n a d a s  p e lo  

MRP;

- ser  um  p la n o  d e  p r io r id a d e s  para a  p r o d u çã o ;

- a u x ilia r  n a  d e te r m in a ç ã o  d e  p r a z o s  d e  e n tr e g a s  a o  c l ie n te s ,  u m a  v e z  

q u e  in fo r m a  q u a n d o  a s  m e r c a d o r ia s  e s ta r ã o  d is p o n ív e is  p ara  en treg a ;

- se r  um  p la n o  c o n s e n s u a l en tre  m a r k e tin g  e  p ro d u çã o .

A s  c o n s e q ü ê n c ia s  d e  um  M P S  m a l fo r m u la d o  p o d e m  resu lta r  em : so b r e c a r g a  

o u  o c io s id a d e  d o s  r e c u r s o s  da fá b r ica ; m á  q u a lid a d e  d o s  s e r v iç o s  d e  en treg a ;  

m a n u te n ç ã o  d e  e s to q u e s  e m  n ív e is  a lto s ;  m á  q u a lid a d e  d e  s e r v iç o  a o s  c l ie n te s ;  p erd a  

d e  c r e d ib il id a d e  d o  s is te m a  d e  p la n e ja m e n to  (A R N O L D , 1 9 9 9 ) .

S & O P  fa z  o  p la n e ja m e n to  a g r e g a d o  d o s  ite n s  (e x . p o r  fa m ília , ou  

s im ila r id a d e ) , p o r é m , o  M P S  d e v e  se r  e la b o r a d o  c o n s id e r a n d o  o s  ite n s  

in d iv id u a lm e n te  (C O R R Ê A ; G IA N E S I;  C A O N , 2 0 0 0 ) .

O  M P S  n ã o  d e v e  ser  c o n fu n d id o  c o m o  um  s is te m a  d e  p r e v is õ e s . U m  s is te m a  

d e  p r e v is ã o  r e p r e se n ta  u m a  e s t im a t iv a  d a  d e m a n d a , e n q u a n to  o  M P S  c o n s t itu i um  

p la n o  d e  p r o d u ç ã o  o n d e  le v a  e m  c o n ta  o  e s to q u e  e x is te n te , r e s tr iç õ e s  d e  c a p a c id a d e , 

d is p o n ib i l id a d e  d e  m a ter ia l e  te m p o  n e c e s s á r io  para  p r o d u ç ã o  (Icad lime). P o d e n d o  

in c lu s iv e  se r  a ltera d a  a q u a n tid a d e  d e  p r o d u ç ã o  n o  d ec o r r e r  d o  te m p o  c o m o  

n e c e s s á r io .  N o  d e s e n v o lv im e n to  d o  M P S  d e v e - s e  c o n s id e r a r  a n a tu reza  e o  m erca d o  

d o  p r o d u to  o n d e  c o s tu m e ir a m e n te  s e  d iv id e  e m  p r o d u ç ã o  p ara  e s to q u e , p r o d u ç ã o  so b  

e n c o m e n d a  e m o n ta g e m  so b  e n c o m e n d a  (S IP P E R ; B U L F ÍN , 1 9 9 7 ) . P ara a te n d im e n to  

a c a d a  u m a  d a s  fo r m a s  d e  p r o d u ç ã o , o  M P S  d e v e  se r  d e v id a m e n te  a d a p ta d o , u m a v e z  

q u e  d e v e  se r  e s c o lh id a  a p o l í t ic a  d e  p r o d u ç ã o  q u e  m e lh o r  se  a d a p te  ( e x . ,  p r o d u ç ã o  lo te  

a  lo te , lo te  e c o n ô m ic o  e  o u tr o s , d e  fo r m a  s im ila r  a o  e x p o s to  n o  item  2 .2 .3 .3 ) .

O  M P S  n ã o  c o n s id e r a  d e ta lh a d a m e n te  a c a p a c id a d e  d e  p r o d u ç ã o , q u e  é um
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elemento crucial na sua implementação. A capacidade pode ser medida em termos de 

itens produzidos por unidade de tempo (por hora, por minuto). Este acompanhamento 

ocorre no nível do MPS e ao nível do MRP (ver item 2.2.3.2.2). Ao nível do MPS, o 

controle é rápido e verifica a capacidade total para confirmar a factibilidade do 

planejamento, podendo identificar a violação de capacidade, porém, não garante a 

implementação. Ao nível do MRP o controle é mais severo, uma vez que o 

acompanhamento ocorre por itens, inclusive por máquinas (SIPPER; BULFIN, 1997).

2.2.3.2.2 Planejamento dos Requisitos de Materiais (MRP)

A concepção de cálculo de necessidades de materiais é simples e conhecida. 

Sua fundamentação está calçada no conhecimento de todos os componentes de 

determinado produto e os tempos de obtenção de cada um deles, com base na visão do 

futuro das necessidades de disponibilidade do produto analisado, calcula os momentos 

e as quantidades que devem ser obtidas, de cada um dos componentes para que não 

haja falta nem sobra de nenhum deles, no suprimento das necessidades dadas pela 

produção do referido produto (CORREA; GIANESI; CAON, 2000).

Nas últimas décadas, muitas indústrias mudaram seus sistemas de estoque de 

baseados na demanda independente para o sistema MRP (baseado na demanda 

dependente). Isto só foi possível com a tecnologia dos computadores. Como o sistema 

MRP é apropriado para produtos complexos, a habilidade dos computadores em 

armazenar e manipular dados e produzir informações rapidamente fez com que se 

tomasse possível sua implementação (SIPPER; BULFIN, 1997).

Os três maiores componentes de entrada de dados para um sistema MRP 

são: plano mestre de produção (MPS), registro de estoques e lista de materiais (Bilis of 

Material-BOM). O MPS é a entrada mais importante, pois seu maior objetivo é 

traduzir as necessidades das fases de fabricação do produto final para componentes
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individuais. Os registros de estoques são de grande importância devido ao MRP 

considerar esta informação em seu cálculo. Caso esteja desatualizado, as informações 

geradas pelo sistema não serão confiáveis. A lista de material informa a composição 

do produto final, registrando a quantidade de cada item necessária para a fabricação de 

uma unidade, o tempo de reposição e os tempos de fabricação (SIPPER; BULFIN, 

1997).

Do MPS vem a informação de quantos e quando os produtos finais deverão 

ser produzidos. Ainda nesta parte do programa é realizado um cálculo inicial e 

superficial de factibilidade de produção. Passando estas informações ao MRP, este 

realiza um cálculo detalhado da capacidade de produção dos itens informados pelo 

MPS. O MRP emite planos de fabricação para itens a serem produzidos internamente 

ou comprados de fornecedores cadastrados. Emite as ordens somente quando 

necessárias e para entregas nos momentos mais próximos possíveis de sua utilização.

MARTINS e LAUGENI (1999) citam como informações do sistema MRP: 

planejamento de compras, necessidades de capital de giro, necessidades de 

equipamento e demais insumos produtivos. Possibilita realizar simulações em 

diferentes cenários sendo um instrumento muito útil na tomada de decisões. A 

explosão de itens gerada pelo MRP, possibilita uma análise minuciosa dos custos 

envolvidos e sua alocação. Com um sistema informatizado e com informações 

detalhadas e registradas, reduz-se significativamente os registros informais do 

processo produtivo que estariam nas mãos de alguns funcionários.

Os benefícios citados sobre o sistema MRP são a possibilidade de 

planejamentos e simulações de factibilidades de diferentes planos de produção, 

identificação de faltas e excessos e revisão dos tempos de ressuprimento. As 

desvantagens deste sistema são considerar o sistema com capacidade de produção 

infinita e os tempos de ressuprimento (lead times) fixos (SIPPER; BULFIN, 1997).

PLENERT (1999) buscou em seu trabalho, pontos sobre sucessos e 

desapontamentos com o sistema MRP. Investigou se suas falhas podem ser corrigidas
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e  q u a is  as c o n s e q ü ê n c ia s  d a  n ã o  c o r r e ç ã o  d a s  d e f ic iê n c ia s .  P r o c u r o u  v e r if ic a r  s e  o  

s is te m a  a in d a  p o d e r ia  s e r  u t i l iz a d o  o u  se  j á  e s ta v a  su p e r a d o  p o r  o u tr o s  s is te m a s  c o m o :  

J m i in Time, T e o r ia  d e  R e s tr iç õ e s  (T O C ) /T e c n o lo g ia  d e  P r o d u ç ã o  O tim iz a d a  (O P T ),  

en tre  o u tra s. C o n c lu iu  q u e  o  M R P  p o s s u i o  s e u  e s p a ç o , é  m e lh o r  a p lic a d o  e m  

p r o d u ç õ e s  n ã o  p a d r o n iz a d a s , o n d e  s e  n e c e s s ita  d e  f le x ib i l id a d e  n o  s is te m a  d e  

p r o d u ç ã o , e m  q u a n tid a d e  d e  p r o d u ç ã o  e  n o  te m p o  d o  p r o c e s s o  d e  p ro d u ç ã o . S e u  

d e s e m p e n h o  em  p r o d u ç ã o  s e q ü e n c ia l  o u  e m  p r o d u ç ã o  q u e  p o s s u i  u m  d e te r m in a d o  

“g a r g a lo ” , n ã o  é  d a s m e lh o r e s . P o rém , em  p r o d u ç ã o  so b r e  e n c o m e n d a  s e u  d e s e m p e n h o  

su p e r a  q u a lq u e r  o u tro . O  c o n c e i to  d e  M R P  é  a p lic á v e l  e  a tu a liz á v e l. A  fo rm a  c o m o  é  

u t il iz a d o  é  q u e  e s tá  d e s a tu a liz a d a . P ara ser  c o m p e t it iv o  e m  a m b ie n te s  d e  p ro d u çã o  

r e p e t it iv a , d e v e m  se r  a ju s ta d o s  o s  erros c o s tu m e ir o s  e m  su a  fo r m a  d e  u t il iz a ç ã o . A s  

p r in c ip a is  fa lh a s  a p o n ta d a s  em  su a  o p e r a ç ã o  sã o  :

- c o n s id e r a r  le a d  tim es  m a io r e s  q u e  o s  n e c e s s á r io s ,  a c o b e r ta n d o  p r o b le m a s  d e  

p r o d u tiv id a d e , to rn a n d o  o  p r o c e s s o  p r o d u tiv o  c o m  m e lh o r  e f ic iê n c ia  nas  

ta r e fa s , s a c r if ic a n d o  o  d e s e m p e n h o  d o  s is te m a  d e  e s to q u e s ;  r e c o m e n d a -s e  

v e r if ic a r  a s  ro tin a s  d e  p r o d u ç ã o  b u s c a n d o  d im in u iç ã o  d o s  te m p o s  

d e s n e c e s s á r io s  (d e s p e r d iç a d o s ) ;

- a d e te r m in a ç ã o  d o  ta m a n h o  d o s  lo te s  d e  c o m p r a  o u  p r o d u ç ã o , q u e  

n o r m a lm e n te  tem  u m  v íc io  para m a io r , a ca rre ta n d o  a u m e n to  d o  e s to q u e ;

- a d e te r m in a ç ã o  d e  lo te s  d e  p r o d u ç ã o  m e n o r e s  q u e  o  n e c e s s á r io ,  g era n d o  

m a io r  q u a n tid a d e  d e  lo te s ,  e sb a rra n d o  n o s  le a d  tim es  in fo r m a d o s  a o  M R P , 

n ã o  c o n te m p la n d o  s o m e n te  o  te m p o  d e  p r e p a ra çã o  d e  m á q u in a , e  s im , 

in c lu in d o  d iv e r s o s  te m p o s  c o m o  d e  e sp e r a , tr a n s fe r ê n c ia  e  o u tro s .

P L E N E R T  ( 1 9 9 9 )  c o n c lu i  q u e , a fo rm a  d e  u t i l iz a ç ã o  d o  M R P  é a c a u sa  d e  

su a  p erd a  d e  c o m p e t it iv id a d e  fr e n te  a o s  o u tr o s  s is te m a s , n ã o  a arq u ite tu ra  o u  a su a  

ló g ic a .
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DUCOTE e MALSTROM (1999) desenvolveram um software, para um 

ambiente de manufatura, capaz de realizar a programação de pessoal. Considera em 

seu cálculo a carga de trabalho, a programação e função de custo para gerar exigências 

de pessoal visando um planejamento específico, convencional, em um ambiente de 

manufatura gerenciado por MRP. O programa foi desenvolvido em quatro módulos: 

módulo de dados, módulo de conversão da carga de trabalho, módulo da análise de 

custos e módulo de programação.

DONSELAAR e GUBBELS (2001) buscaram, em seu estudo, definir o 

impacto da decisão de quando é que as ordens de compra ou produção devem ser 

colocadas, em sistemas MRP e EPR, visando diminuir os estoque e a sensibilidade dos 

sistemas. Concluíram que, para minimizar os estoques, os pedidos devem ser 

colocados quando não possuir mais quantidades suficientes para atender o próximo 

fornecimento de produtos finais, ou seja, no último instante. Para minimizar a 

sensibilidade do sistema, deve-se utilizar lotes fixos em substituição aos lotes 

dinâmicos.

FERTSCH (1998) propõem uma nova forma de cálculo para definição do 

tamanho de lotes dinâmicos, a serem utilizadas em sistemas MRP. Define um 

algoritmo de programação e cita como resultados encontrados: estabilidade dos níveis 

dos estoques; diversas solicitações para um mesmo item são acumuladas em um único 

pedido; a média do nível dos estoques depende da complexidade do produto.

Maiores detalhes sobre o sistema MRP vide item 3.3.3.2. A estrutura do 

sistema MRP pode ser vista no fluxograma da Figura 4.
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FIGURA 4 -  ESTRUTURA DO SISTEMA MRP

2.2.3.2.3 Planejamento de Recursos de Manufatura (MRP II)

O sistema de Planejamento de Recursos de Manufatura {Manufacturing 

Resources Planning -  MRP II) pode ser visto como um método para efetivar 

planejamentos de todos os recursos da organização de manufatura. MRP II é um 

planejamento baseado em computador, programação e sistema de controle. Ele dá à 

administração uma ferramenta de planejamento e controle das atividades de produção 

e operações de suporte, obtendo um alto nível de serviço de atendimento ao cliente, 

possibilitando redução de custos (SIPPER; BULFIN, 1997).

MRP II é uma expansão do sistema MRP (visto no item 2.2.3.2.2). 

Inicialmente, MRP era uma ferramenta computadorizada de programação e pedidos de 

materiais. Posteriormente, foi utilizado para replanejamento, controle e atualização em 

função de datas para os pedidos de compra. Possibilita o aumento do planejamento da



79

produção, do plano mestre da produção (MPS -  ver item 2.2.3.2.1) e previsão da 

demanda. Com um melhor MPS incorporado ao MRP, transformou-se no chamado 

sistema MRP de loop fechado. A próxima fase foi aumentar o plano de capacidade em 

vários níveis, adicionando simulações da capacidade. Isto possibilitou a geração de 

planos financeiros baseados no processo de planejamento MRP. Então, MRP tomou-se 

um amplo sistema da empresa, negociando com o planejamento e controle de 

operações em lugar de somente ser uma ferramenta para planejamento de fluxo de 

materiais. Este sistema mais completo passou a ser chamado de Planejamento de 

Recursos de Manufatura onde sua sigla, para diferenciar do MRP tradicional, adotou- 

se MRP II (SIPPER; BULFIN, 1997).

O sistema MRP II caracteriza-se como uma ferramenta de planejamento 

estratégico em áreas como logística, manufatura, marketing e finanças. E útil nas 

análises de cenário e auxilia no sistema logístico da empresa, possibilitando o 

gerenciamento de todos os recursos (DIAS, 1995).

A inclusão do cálculo de necessidades de capacidade nos sistemas MRP fez 

com que um novo tipo de sistema fosse criado; um sistema que já  não calculava 

apenas as necessidades de materiais, mas também as necessidades de outros recursos 

do processo de manufatura. O MRP II diferencia-se do MRP pelo tipo de decisão de 

planejamento que orienta; enquanto o MRP orienta decisões do que, quanto e quando 

produzir e comprar, o MRP II engloba também as decisões referentes a como produzir, 

ou seja, com que recursos. Há uma lógica hierárquica de cálculos, verificações e 

decisões, visando à criação de um plano de produção, tanto em relação às necessidades 

de materiais quanto de capacidade produtiva (CORREA; GIANESl; CAON, 2000). A 

estrutura do sistema MRP II está caracterizada na figura 5.



80

FIGURA 5 - ESTRUTURA DO SISTEMA MRP II

2.2.3.2.4 Planejamento de Recursos do Empreendimento (ERP)

Em função das constantes mudanças do sistema MRP II, surgiu uma nova 

geração onde se adicionaram novas aplicações, tais como, manutenção, qualidade, 

serviços de campo, suporte ao marketing e um número de requisitos de tecnologia 

como configurações de produtos e controles de mudanças de engenharia. Esta nova 

geração passou a ser chamada de Planejamento de Recursos do Empreendimento 

(ERP -  Enterprise Resources Planning ) (SIPPER; BULFIN, 1997).

Um sistema EPR tem a pretensão de suportar todas as necessidades de
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informações para a tomada de decisão gerenciai de um empreendimento como um 

todo.

Após a evolução do sistema MRP para MRP II, novos módulos continuaram 

a ser agregados pelos fornecedores de sistemas, como por exemplo: apoio ao 

recebimento fiscal juntamente com o recebimento físico de materiais; suporte a 

transações contábeis geradas juntamente com fatos físicos, etc.. Com isso 

gradualmente os sistemas MRP II estão sendo ampliados onde módulos suportam mais 

funções de forma integrada aos módulos de manufatura sendo que sua abrangência 

ultrapassou o escopo da manufatura. Neste aumento e controle de informações, o 

sistema deixou de ser denominado MRP II para ser conhecido como ERP (CORRÊA; 

GIANESI; CAON, 2000).

CORRE A, GIANESI e CAON (2000) citam que os sistemas ERP existentes 

no mercado ainda não podem ser considerados um sucesso completo com um usuário 

utilizando todos os seus módulos. Isto porque não houve tempo suficiente para a sua 

implantação total e mesmo o fato dos sistemas serem criados no exterior e dependerem 

de adaptações para o mercado brasileiro, principalmente com relação às legislações 

fiscais e trabalhistas. Muitos usuários optam por instalar apenas alguns módulos e 

mantém em uso outros módulos já  implantados por outros sistemas que estão 

funcionando bem. Recomendam uma análise criteriosa por parte das empresas que 

desejem migrar para este modelo, principalmente se tiverem que abandonar algum 

sistema que já  está implantado e funcionando bem. Neste caso indicam uma 

verificação para diagnosticar possibilidades de se criar interfaces entre os módulos a 

serem implantados e outros já  adaptados e em funcionamento.

Os módulos que compõem os sistemas ERP atuais estão relacionados a 

seguir (CORRÊA; GIANESI; CAON, 2000).

Módulo referente à administração da cadeia de suprimentos:

- previsões e análise de vendas;
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- lista de materiais (BOM -  Bilis of Material);

- MPS e cálculo de capacidade aproximada;

- MPR;

- planejamento detalhado de capacidade;

- compras;

- controle de fabricação (chão de fábrica);

- controle de estoques;

- engenharia;

- distribuição física;

- gerenciamento de transporte;

- gerenciamento de projetos;

- apoio à produção repetitiva;

- apoio à gestão de produção em processos;

- apoio à programação com capacidade finita de produção dicreta;

- configuração de produtos.

Módulo referente à gestão financeira, contábil e fiscal:

- contabilidade geral;

- custos;

- contas a pagar;

- contas a receber;

- faturamento;

- recebimento fiscal;

- contabilidade fiscal;

- gestão de caixa;

- gestão de ativos;

- gestão de pedidos;

- definição e gestão do processo de negócio.
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M ó d u l o  r e f e r e n t e  à  g e s t ã o  d e  r e c u r s o s  h u m a n o s :
-  p e s s o a l ;
-  f o l h a  d e  p a g a m e n t o .

2 . 2 . 3 . 2 . 5  Ji/sí / / ;  Time ( J I I )

É  u m  s i s t e m a  p a r a  p r o d u z i r  o  t i p o  d e  u n i d a d e s  n e c e s s á r i a s ,  n o  t e m p o  
n e c e s s á r i o  e  e m  q u a n t i d a d e s  n e c e s s á r i a s .  E s t e  c o n c e i t o  n ã o  a b r a n g e  s o m e n t e  o  s i s t e m a  
d e  p r o d u ç ã o ,  m a s  t a m b é m  f o r n e c e d o r e s  e  c l i e n t e s  a t r a v é s  d o  c o n t r o l e  d e  q u a l i d a d e  e  
f l u x o  d e  t r a b a l h o .  N a s  e m p r e s a s  o n d e  e s t á  i m p l a n t a d o ,  o  J I T  é  p a r t e  d a s  e s t r a t é g i a s  d e  
n e g ó c i o s  c o r p o r a t i v o s  t a n t o  q u a n t o  u m a  f e r r a m e n t a  i n t e g r a d a  a o  P l a n e j a m e n t o  e  
C o n t r o l e  d a  P r o d u ç ã o  ( S I P P E R ;  B U L F I N ,  1 9 9 7 ) .

O  J I T  é  u m a  f i l o s o f i a  r e l a c i o n a d a  a o  m o d o  c o m o  u m a  e m p r e s a  f a b r i c a n t e  
o r g a n i z a  e  o p e r a  s e u  n e g ó c i o .  A  a p l i c a ç ã o  h a b i l i d o s a  d e  p r i n c í p i o s  d e  e n g e n h a r i a  
i n d u s t r i a l  e  d e  p r o d u ç ã o  e x i s t e n t e s  t o r n a  u m a  e m p r e s a  m a i s  p r o d u t i v a .  E s t e  t i p o  d e  
a p l i c a ç ã o  f o i  i n i c i a d a  p e l o s  j a p o n e s e s ,  q u e  f o r ç a r a m  o  m u n d o  t o d o  a  r e v e r  a l g u m a s  
p r e m i s s a s  b á s i c a s  s o b  f i l o s o f i a  d i f e r e n t e  ( A R N O L D ,  1 9 9 9 ) .  J I T  p o d e  s e r  d e f i n i d o  
c o m o  “ e l i m i n a ç ã o  d e  t o d o  d e s p e r d í c i o  e  a  m e l h o r i a  c o n t í n u a  d a  p r o d u t i v i d a d e ” . C o m o  
d e s p e r d í c i o  e n t e n d e - s e  q u a l q u e r  c o i s a  a l é m  d o  m í n i m o  e q u i p a m e n t o ,  p e ç a s ,  e s p a ç o ,  
m a t e r i a l  e  t e m p o  d e  t r a b a l h o  a b s o l u t a m e n t e  n e c e s s á r i o s  p a r a  a c r e s c e n t a r  v a l o r  a o  
p r o d u t o .  N ã o  d e v e  h a v e r  e x c e s s o ,  n ã o  d e v e m  e x i s t i r  e s t o q u e s  d e  s e g u r a n ç a  e  o s  lead 

times d e v e m  s e r  m í n i m o s :  “ s e  n ã o  s e  p o d e  u t i l i z a r  a g o r a ,  n ã o  s e  d e v e  p r o d u z i r . ”  A  
f i l o s o f i a  e  a s  t é c n i c a s  J I T  f o r a m  d e s e n v o l v i d a s  p a r a  a  p r o d u ç ã o  r e p e t i t i v a  e  t a l v e z  
s e j a m  m a i s  a p l i c á v e i s  n e s s e  a m b i e n t e .  P o r é m ,  m u i t o s  c o n c e i t o s  s ã o  a d e q u a d o s  p a r a  
q u a l q u e r  f o r m a  d e  o r g a n i z a ç ã o  d e  p r o d u ç ã o .

A s  t é c n i c a s  d o  J I T  v i s a m  e l i m i n a r  t o d o  t i p o  d e  d e s p e r d í c i o  d e  r e c u r s o s  n a  
f á b r i c a ,  d e s c e n t r a l i z a n d o  a s  d e c i s õ e s  d e  c u r t í s s i m o  p r a z o  e  a p r o v e i t a n d o  a s
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c o n t r i b u i ç õ e s  d a q u e l a s  p e s s o a s  q u e  e f e t i v a m e n t e  e s t ã o  e m  c o n t a t o  d i r e t o  c o m  o s  
p r o d u t o s  e  o s  p r o c e s s o s  q u e  o s  c o n d u z e m ,  t a n t o  110 c o n t r o l e  d o  q u e  f a z e m  c o m o  n a  
m e l h o r i a  d e s s e s  p r o c e s s o s .  A l g u n s  p r o b l e m a s  s o b r e  a s  t é c n i c a s  d o  J I T  s ã o  l e v a n t a d a s :  
p l a n e j a m e n t o s  d e  p r a z o s  m a i s  l o n g o s ,  g e s t ã o  d e  m a t e r i a i s  a d q u i r i d o s  ( i n t e g r a ç ã o  c o m  
f o r n e c e d o r e s ) ,  a s s u m e  q u e  e x i s t e  a  d i s p o n i b i l i d a d e  d e  m a t é r i a s - p r i m a s  e  c o m p o n e n t e s  
a d q u i r i d o s ,  0 q u e  p o d e  c a u s a r  g r a n d e s  t r a n s t o r n o s  u m a  v e z  q u e  t r a b a l h a  c o m  e s t o q u e s  
r e d u z i d o s  e  d e c r e s c e n t e s  ( C O R R Ê A ;  G I A N E S I ;  C A O N ,  2 0 0 0 ) .

I n d e p e n d e n t e  d a s  c a r a c t e r í s t i c a s  d a  f á b r i c a ,  o s  s e g u i n t e s  p r i n c í p i o s  d o  J I T  
p o d e m  s e r  u t i l i z a d o s  ( A R N O L D ,  1 9 9 9 ) :

-  e n v o l v i m e n t o  d o s  f u n c i o n á r i o s ;
-  a r r a n j o  f í s i c o  d o  l o c a l  d e  t r a b a l h o ;
-  c o n t r o l e  d e  q u a l i d a d e  t o t a l ;
-  m a n u t e n ç ã o  p r o d u t i v a  t o t a l  ( m a n u t e n ç ã o  p r e v e n t i v a ) ;
-  r e d u ç ã o  d o  t e m p o  d e  p r e p a r a ç ã o  d e  m a q u i n á r i o s  e  e q u i p a m e n t o s ;
-  r e l a c i o n a m e n t o  c o m  f o r n e c e d o r e s  ( p a r c e r i a s ) ;
-  r e d u ç ã o  d e  e s t o q u e s .

O  s i s t e m a  M R P  p o d e  s e r  c o m p l e m e n t a r  à  f a b r i c a ç ã o  J I T ,  o n d e  p o d e  a s s u m i r  
a  f u n ç ã o  d e  p l a n e j a m e n t o  e  c o n t r o l e  ( c á l c u l o  d a s  n e c e s s i d a d e s )  p a r a  i t e n s  d e  íead time 

l o n g o .  O  M R P  c o n s i d e r a  a  f á b r i c a  e s t á t i c a ,  o  J Í T  t r a n s f o r m a  o  p r o c e s s o  e m  u m  s i s t e m a  
f l e x í v e l .  O  M R P  u t i l i z a  s o f t w a r e s  s o f i s t i c a d o s  a o  c o n t r á r i o  d o  J Í T  q u e  b a s e i a - s e  e m  
c o n t r o l e s  v i s u a i s .  J I T  n e c e s s i t a  d e  u m  p r o g r a m a  m e s t r e  e s t a b i l i z a d o  e m  b a s e  d a  
d e m a n d a  d i á r i a  e  o  M R P  p e r m i t e  u m  p l a n o  m e s t r e  d a  d e m a n d a  v a r i á v e l .  O  J I T  é  d e  
m e l h o r  d e s e m p e n h o  e m  p r o d u ç ã o  r e p e t i t i v a  e  o  M R P ,  n a  p r o d u ç ã o  s o b  e n c o m e n d a  o u  
e m  p e q u e n o s  l o t e s ,  n ã o  r e p e t i t i v a  ( M A R T I N S ;  L A U G E N I ,  1 9 9 9 ) .  C o m o  n e s t e  s i s t e m a  
p r o d u t i v o  a  q u a l i d a d e  é  e s s e n c i a l ,  u m  c o l a b o r a d o r  t e m  a  a u t o r i d a d e  d e  p a r a r  u m  
p r o c e s s o  p r o d u t i v o  s e  i d e n t i f i c a r  a l g o  q u e  n ã o  e s t e j a  d e n t r o  d o  p r e v i s t o .  E s t e
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colaborador ou outro colega deverá estar apto a corrigir a falha. Procura-se utilizar a 

capacidade plena dos colaboradores, uma vez que a eles é delegada a autoridade para 

produzir itens de qualidade para atender, em tempo, o próximo passo do processo 

produtivo (MARTINS; LAUGENI, 1999).

SLACK et al. (1997) citam como práticas básicas de trabalho do JIT: 

disciplina, flexibilidade, igualdade, autonomia, desenvolvimento pessoal, qualidade de 

vida e no trabalho e criatividade.

Um dos métodos utilizados para operacionalizar o sistema de planejamento e 

controle do JIT é o kanban, que significa cartão. Podem existir diferentes tipos como: 

kanban de transporte, de produção, do fornecedor. Qualquer que seja o tipo, o 

princípio é o mesmo. O recebimento de um kanban dispara o transporte, a produção ou 

o fornecimento de uma unidade ou de um Container padrão de unidades. Os kanbans 

são apenas formas de autorizações das atividades a serem executadas (SLACK et al., 

1997). O cálculo do número kanbans é o planejamento da produção a nível de chão de 

fábrica. Os kanbans geram a prioridade, substituindo as ordens de produção no MRP.

WANKE e FLEURY (2001) relatam uma situação real, onde uma empresa 

passou a utilizar em seu centro de distribuição e em suas filiais comerciais, metas de 

redução dos níveis de estoque, vislumbrando o Just in Time. A implementação do 

novo sistema, sem uma prévia análise criteriosa, gerou um aumento nos custos de 

transporte e na freqüência de falta de produtos em suas filiais. Recomendam, em seu 

trabalho, uma série de pontos a serem observados antes de uma alteração radical do 

processo em andamento.

BENTON e SHIN (1998), em função da grande utilização dos dois sistemas 

com aplicações no planejamento e controle de fluxo de materiais, revisaram os 

conceitos e ambientes de controle e planejamento de manufatura associados ao MRP e 

JIT. Descobriram o potencial de integração dos dois sistemas que podem trabalhar em 

um sistema híbrido MRP/JIT. Trabalhando em conjunto, podem associar seus 

princípios e reduzir a inflexibilidade do JIT e o “nervosismo” (sensibilidade) do MRP.
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Citam também, a alteração de um sistema produtivo convencional para um JIT puro 

normalmente não é bem aceita, podendo não obter sucesso. Neste caso, recomendam 

uma implantação parcial deste sistema. Relatam que, na prática, raramente existe um 

sistema MRP ou JIT puro controlando o sistema de manufatura de uma indústria.

HO e CHANG (2001) também estudaram a integração dos sistemas MRP e 

JIT operando em um mesmo ambiente. Citam a integração como forma de eliminar os 

maiores problemas existentes nos sistema MRP e JIT, quando utilizados 

separadamente.

KELLE e MILLER (2001) analisam o risco da falta de estoques quando da 

utilização do sistema JIT. Lembram que este sistema visa um único e confiável 

fornecedor (parceiro). Porém, muitas vezes, não se tem disponível este tipo de 

fornecedor. Neste caso, uma alternativa é a utilização de fornecedores duplos. O 

estudo, desenvolvido pelos autores, visa auxiliar a seleção de fornecedores indicando a 

divisão de pedidos a serem colocados em cada um, buscando a diminuição do risco da 

falta de estoques. A classificação dos fornecedores basicamente é feita pelas 

características individuais de lead time e custos.

2 .2 .3.3 Gestão de Estoques

CORRÊA, GIANESl e CAON (2000) definem estoques em uma linha de 

fabricação como “Acúmulo de recursos materiais entre fases específicas de processos 

de fabricação.” Os estoques propiciam independência às fases dos processos de 

transformação entre as quais se encontram. Têm a função de regular taxas diferentes 

de suprimento e consumo de determinado item.

Os estoques podem ser classificados como:

- estoques de matérias-primas -  regula a taxa de suprimento, em se
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tra ta n d o  d e  fo r n e c e d o r e s  e x te r n o s , e  d e m a n d a , n o  c a s o  d o  p r o c e s s o  d e  

tr a n s fo r m a ç ã o ;

- e s to q u e s  d e  m a te r ia l s e m i-a c a b a d o  -  e s to q u e  en tre  d u a s  m á q u in a s  da  

tin h a d e  p r o d u ç ã o , c o m o  p o r  e x e m p lo , en tre  d u a s  m á q u in a s  c o m  

v e lo c id a d e s  d e  tra b a lh o  d ife r e n te s ;

~ e s to q u e s  d e  p r o d u to s  a c a b a d o s  -  p o ssu i a  f in a lid a d e  d e  reg u la r  

d ife r e n ç a s  en tre  ta x a  d e  p r o d u ç ã o  e  d e m a n d a  d o  m e r c a d o . P o d e  ser  

d e c is ã o  e s tr a té g ic a  g e r e n c ia l o u  p or n e c e s s id a d e  d e  m e r c a d o  flu tu a n te , 

e s to q u e  r e g u la d o r .

A  A d m in is tr a ç ã o  d a  P r o d u ç ã o , s e g u n d o  C O R R Ê A , G IA N E S 1  e  C A O N  

(2 0 0 0 ) ,  é  r e s p o n s á v e l  p e lo  e s ta b e le c im e n to  e  m a n u te n ç ã o  d o s  n ív e is  d o s  e s to q u e s  n o s  

p o n to s  c e r to s . G e s tã o  a d e q u a d a  p o d e  r e d u z ir  o  n ív e l  a o  m ín im o  n e c e s s á r io  c o m  a 

r e d u ç ã o  d e  c u s to s  d e  e s to c a g e m  e  fa lta s . C o m  esta  g e s tã o , o s  p r a z o s  d e  e n tr e g a  p o d e m  

se r  c u m p r id o s  o u  m in im iz a d o s . E s te  ite m  é  v is to  p e lo  c l ie n te  c o m o  u m  d o s  q u e  

in f lu e n c ia m  e m  s e u s  c u s to s ,  o u  se ja , é  u m  p o n to  d e  d e s e m p e n h o  e  c o m p e t it iv id a d e  110 

m e r c a d o  c a d a  v e z  m a is  e x ig e n te .

O  p la n e ja m e n to  d o s  m a te r ia is  c o m p r a d o s  s e r v e  p ara  q u e  e s te s  m a te r ia is  n ã o  

c h e g u e m  n e m  a n te s  n e m  d e p o is ,  n e m  em  q u a n tid a d e s  m a io r e s  o u  m e n o r e s  d o  q u e  

a q u e la s  n e c e s s á r ia s  a o  a te n d im e n to  d a  d e m a n d a . Isto  para n ã o  ca u sa r  in te r r u p ç õ e s  

p r e ju d ic ia is  q u e  im p e ç a m  a tin g ir  o  n ív e l p r e te n d id o  d e  u t i l iz a ç ã o  d o s  r e c u r so s  

p r o d u t iv o s  e , p o r  o u tro  la d o , p a ra  q u e  a o r g a n iz a ç ã o  n ã o  a rq u e  c o m  o s  c u s to s  

d e c o r r e n te s  d a  e v e n tu a l so b r a  p o r  c o m p r a s  e x c e s s iv a s .  E s te s  c u s to s  p o d e m  in c lu ir  o s  

c u s to s  d e  m a n u te n ç ã o  d e  e s to q u e s , 0 c u s to  d e  o b s o le s c ê n c ia ,  en tre  o u tro s .

O  p la n e ja m e n to  d o s  n ív e is  a d e q u a d o s  d e  e s to q u e s  d e  m a té r ia s -p r im a s  e  

s e m i-a c a b a d o s , c o n fo r m e  in fo r m a d o  p o r  C O R R Ê A , G IA N E S I  e  C A O N  ( 2 0 0 0 ) ,  n o s  

a n o s  8 0 , c o n d u z iu  a lg u m a s  e m p r e sa s  a so fr e r  r e v e s e s  c o m p e t it iv o s  im p o r ta n te s . P o is ,  

b u sc a r a m  d e  fo r m a  m ío p e  o  c h a m a d o  s is te m a  d e  “ e s to q u e  z e r o ” . E la s  m u ita s  v e z e s



baixaram os estoques a níveis inferiores às suas necessidades estratégicas (por 

exemplo, de lidar com incertezas presentes no ciclo logístico), fragilizando-se e 

tomando-se mais vulneráveis aos ataques competitivos de concorrentes mais 

precavidos e sensatos. Hoje, entende-se que os estoques devem ser reduzidos sim, aos 

níveis mínimos necessários a atender às necessidades estratégicas da organização, mas 

é geralmente aceito também que em muitas situações esses níveis sejam o “zero 

estoque” . A gestão desses níveis de estoques é parte das atribuições dos sistemas de 

administração da produção e está longe de ser atividade trivial na maioria dos sistemas 

produtivos.

A confiabilidade das entregas aos fornecedores, prazos e quantidades certas, 

influencia diretamente nos níveis dos estoques. Baixa confiabilidade aumenta o 

estoque de segurança. A confiabilidade é um item cada vez mais visado pelas 

empresas (CORRÊA; GIANESI; CAON, 2000).

Na busca cada vez mais necessária pela qualidade, a diminuição dos níveis 

de estoque diminuem os riscos de acobertamento de lotes defeituosos.

De acordo com CORREA, GIANESI e CAON (2000), os motivos de 

aparecimento e manutenção de estoques são:

- falta de coordenação -  em algumas situações do processo de 

fabricação é inviável coordenar / sincronizar as suas fases; isto pode 

ocorrer, também, por problemas de lotes mínimos de entrega por parte 

de fornecedores, por problemas de logística ou custos de transportes;

- incertezas -  quando a taxa da demanda é imprevisível ou cercada de 

grandes alterações, são necessários estoques para cobrir os picos de 

fornecimentos não previstos; existem as incertezas do próprio 

processo de fabricação como por exemplo a quebra inesperada de uma 

determinada máquina, fornecedor que não consegue entregar o lote de 

matéria-prima solicitado, ou mesmo, entrega parcial do lote;

88
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- especulação -  por vezes as empresas adquirem quantidades maiores 

de matérias-primas, além das suas necessidades, na iminência de uma 

alta de preços ou escassez do produto, ou se tratando do produto 

acabado, estoca para aguardar melhor oportunidade;

- disponibilidade no canal de distribuição -  quando a fábrica fica 

distante do mercado consumidor e a demanda se dá de uma forma 

contínua, a logística de distribuição necessita que os canais de vendas 

(depósitos, entrepostos, etc.) estejam sempre abastecidos.

A implantação de um sistema de Administração da Produção eficiente, por si 

só, não eliminará a necessidade de manutenção de estoques. Uma das principais causas 

de sua criação, a falta de coordenação informacional dentro do processo produtivo, 

será minimizada, praticamente eliminada. Porém, outros fatores não dependem de um 

gerenciamento eficiente da produção, como por exemplo, fornecedores pouco 

confiáveis, problemas de quebras de máquinas, tempos de preparo de máquinas, custos 

dos processos de compras. Esses fatores independem exclusivamente da coordenação 

da Administração da Produção. Com o passar do tempo, devem ser estudados para 

serem minimizados ou mesmo eliminados. Enquanto estes não são eliminados, existe a 

necessidade de manter estoques chamados de “estoques de segurança”.

SIPPER e BULFIN (1997) classificam os modelos de gerenciamento dos 

níveis de estoque em função do tipo da demanda analisada (dependente ou 

independente). Algumas da análises são comuns às duas formas de controle. 

ARNOLD (1999) cita que os grandes investimentos em estoques exigem sistemas 

eficientes de reposição, onde três sistemas básicos utilizados: sistema de revisão 

periódica, sistema de revisão contínua (ponto de pedido) e MRP (os dois primeiros 

para demanda independente e o último para a demanda dependente).
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Nos sistemas de controle de estoques, o maior elemento de impacto é a 

demanda dos itens que para este efeito é considerada incontrolável. Para 

gerenciamento, são consideradas três variáveis de decisão: o que comprar, quando 

comprar e quanto comprar. Para o controle de estoques baseado na demanda 

independente, os itens são analisados e acompanhados individualmente. Assim, o que 

comprar depende apenas do controle individual dos itens estocados. Para as outras 

duas variáveis, os sistemas mais utilizados são Revisão Periódica e Revisão Contínua.

No sistema de Revisão Periódica (Figura 6), em intervalos de tempo fixos 

(semanalmente, mensalmente, ou um tempo qualquer P), chamado de período de 

revisão, é verificado o nível do estoque do item (í), e é emitido um pedido com uma 

quantidade (Q) necessária para elevar o nível até um valor predeterminado (M). A 

quantidade Q varia de período a período (SIPPER; BULF1N, 1997).

FIGURA 6 -  SISTEMA DE REVISÃO PERIÓDICA DE ESTOQUES

2.2.3.3.1 Controle de Estoques Baseado na Demanda Independente

Os parâmetros a serem definidos para este sistema são a quantidade de 

ressupriinento (Q), o nível predeterminado (M). Para o cálculo de Q, necessita-se 

informações do nível M, do estoque atual (E) e da quantidade já  pedida (QP), caso 

tenha algum pedido em andamento. Para determinação do ponto M, são necessárias as
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informações da demanda por período (D), período de previsão na mesma unidade de 

D, tempo de ressuprimento (LT) e estoque de segurança ESeg, podendo ser obtido por:

No sistema de Revisão Contínua (Figura 7), o nível de estoque é 

continuamente monitorado. Quando o nível atinge um ponto de reposição (R), uma 

quantidade fixa (Q) é solicitada. Este método também é chamado de Reposição de 

Quantidade Fixa (SIPPER; BULFIN, 1997). Para que este modelo possa ser utilizado, 

é necessário definir os seus parâmetros, ponto de reposição (R) e tamanho do lote de 

ressuprimento (Q). Para a determinação de Q, utiliza-se o cálculo de lote econômico 

( L e )  que considera o custo de ressuprimento ( C f ) ,  o custo de estocagem ( C e )  e a 

demanda anual do item (Da). Para determinação do ponto de reposição (R), considera- 

se a demanda por período analisado (D), o tempo de ressuprimento na mesma unidade 

de D (LT: lead time) e leva-se em consideração o estoque de segurança (ESeg)-

Q = M -  (E + QP) M = D.(P + LT) + ESeg
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materiais em função das incertezas da demanda e, inclusive, evitar transtornos devido 

a atrasos de fornecedores, quebra de máquinas ou problemas de logística.

As formas de se calcular o ESeg proposta por CORRE A, GIANESI e CAON 

(2000), dentre outras, são:

onde,

FS - é o fator de segurança em função do nível de serviço pretendido; 

a - é o desvio-padrão estimado para a demanda futura;

LT - lead time de ressuprimento;

P - período de revisão;

PP -periodicidade, à qual está relacionado o desvio-padrão.

Antes da era da computação veloz e econômica, o método de revisão 

periódica era o mais popular, porque era mais fácil de implementar manualmente. Com 

os computadores, ficou mais fácil para se utilizar o modelo de revisão contínua. Ainda 

hoje os dois métodos são bastante utilizados (SIPPER; BULFIN, 1997).

2.2.3.3.2 Controle de Estoques Baseado na Demanda Dependente

A melhoria dos sistemas informatizados fizeram com que os itens sujeitos a
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demanda dependente deixassem de ser controlados pelos sistemas tradicionais (item 

2.2.3.3.1) e passaram a ser calculadas as quantidades reais dos materiais necessários à 

produção. A lógica de controle parte da necessidade de atendimento de determinada 

demanda de um conjunto de produtos e calcula exatamente as quantidades necessárias 

e os momentos em que devem estar disponíveis todos os itens, suprindo as quantidades 

planejadas. Esta forma de coordenação entre consumo e suprimento de materiais é 

realizada pelo sistema MRP (item 2.2.3.2.2). Caso se utilizem técnicas de controle de 

estoque, como se todos os itens fossem da demanda independente, os itens da demanda 

dependente serão tratados como se estivessem sujeitos a incertezas da demanda que na 

verdade não existe (CORREA; GIANESI; CAON, 2000).

Os modelos desenvolvidos para controle de estoques sujeitos a demanda 

independente devem ser modificados para serem utilizados em controles sob demanda 

dependente (SIPPER; BULFIN, 1997).

SIPPER e BULFIN (1997) citam a importância do registro de estoques de 

todos os itens. Os registros devem ser mantidos atualizados por todos os responsáveis 

pelas transações: recebimentos, retiradas ou transferências. Nos registros de estoques, 

normalmente são incluídos outros fatores de planejamento como: lead time, estoque de 

segurança e tamanho de lotes. Estes registros agrupados são muito úteis nos momentos 

de se determinar os tamanhos e o planejamento dos tempos de ordens de compras de 

reposição. Com o conhecimento da lista de materiais, base de dados da estrutura dos 

produtos, que é fornecida ao sistema MRP e com a demanda, conhecida ou prevista, é 

possível determinar as necessidades de materiais. Antes de emitir alguma ordem de 

compra ou fabricação, é necessário verificar se já  não existe a quantidade ou parte dela 

em estoque. Estoque este em forma de produtos finais, estoque em processo ou 

matérias-primas. Como a filosofia do sistema MRP é de programar a compra e a 

chegada de materiais o mais próximo possível do momento de sua utilização, os 

estoques que porventura são gerados podem ser oriundos de: fornecedores com 

restrições de lotes mínimos, o que acarreta sobra de material, caso a necessidade seja
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m e n o r  q u e  a e n c o m e n d a  m ín im a ; p r o b le m a s  d e  lo g ís t ic a s  o u  c u s to  d e  tra n sp o rte  q u e  

o b r i g u e m  a c o m p r a  e m  q u a n tid a d e s  m a io r e s  q u e  a s  n e c e s s á r ia s ,  m a n u te n ç ã o  d e  

e s to q u e  d e  s e g u r a n ç a  d e v id o  à  e x is t ê n c ia  d e  in c e r te z a s  ta n to  n o  fo r n e c im e n to  q u a n to  

n o  c o n s u m o  e sp e r a d o  d e  d e te r m in a d o  ite m  (C O R R Ê A ; G IA N E S 1 ; C A O N , 2 0 0 0 ) .
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3 M ATERIAL, M ÉTODOS E APLICAÇÃO

3.1 INTRODUÇÃO

Na elaboração do Sistema de Planejamento Estratégico de Materiais 

(SPEM), foram necessárias algumas decisões estratégicas para nortear e definir a 

abrangência do trabalho, sendo estas decisões relatadas a seguir.

As dificuldades encontradas na obtenção de informações reais junto a 

empresas locais fizeram com que, os dados utilizados para este estudo (tais como 

composição dos produtos finais, lead times, quantidades) fossem de casos registrados 

em publicações. E, as séries históricas da demanda foram geradas por meio de um 

simulador programado em linguagem Visual Basic.

Na escolha dos métodos de previsão de séries temporais, optou-se por 

trabalhar com os métodos automáticos. Dentre estes escolheu-se os de alisamento 

exponencial, uma vez que são muito utilizados nas indústrias e possuem modelam ento 

matemático que facilita a sua implementação computacional. Esta implementação 

depende somente do armazenamento de dados e de não exigir muito esforço 

computacional (GARDENER, 1985). Estudos empíricos demonstraram que a precisão 

obtida por estes modelos é compatível com os modelos mais complexos, como os 

modelos ARIMA (MAKRIDAKIS; HIBON, 2000). Dentre os modelos de alisamento 

exponencial, o critério de escolha foi o de utilizar os modelos necessários para que se 

pudesse ajustar um número de séries com comportamentos diferenciados, uma vez que 

não se sabe o comportamento das demandas de vendas que poderão ser analisadas. 

Desta forma foram escolhidos os modelos de Alisamento Exponencial Simples (AES), 

adequado a séries estacionárias, Alisamento Exponencial Linear de Brown (AELB), 

que tem melhor ajuste a séries que apresentam tendências e o Alisamento Exponencial
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S a z o n a l d e  H o lt-W in te r s , que é  a d e q u a d o  à s é r ie s  q u e  a p r e se n ta m  s a z o n a lid a d e s .

Para a f in a lid a d e  d e  g e r e n c ia m e n to  d o s  e s to q u e s , fo i  v is to  q u e  e x is te m  

fo r m a s  diferentes d e  c o n tr o le  e m  fu n ç ã o  d o  t ip o  d a  d e m a n d a  d o  p r o d u to  a ser  

a n a lis a d o  (v e r  ite m  2 .2 .3 .3 ) .  O p to u -s e  p o r  trab a lh ar  e m  fu n ç ã o  d a  d e m a n d a  

d e p e n d e n te , ju lg a n d o  e s ta  se r  a  m a is  a d e q u a d a  (m a is  p r ó x im a  à  r e a lid a d e )  a o  a m b ie n te  

d e  m a n u fa tu ra  in d u str ia l, o n d e  s e  fa z  m a is  n e c e s s á r io  o  c o n tr o le  d e  g r a n d e s  

q u a n tid a d e s  de ite n s  q u e  in teg ra m  um  produto fm a t. Para c o n tr o le  de e s to q u e s  b a se a d o  

em  d e m a n d a  in d e p e n d e n te  v e r  O L IV E IR A  (2 0 0 2 ) .

C o m o  o  S P E M  v is a  a  u m a  a p lic a ç ã o  n a  in d ú str ia  d e  m a n u fa tu ra , e x is t iu  a 

necessidade d e  p r o g r a m a ç ã o  e m  um  a m b ie n te  a m ig á v e l q u e  p erm ita  a fa c il id a d e  d e  

disponibilizar e  acessar in fo r m a ç õ e s .  C o m  e s te  in tu ito , e s c o lh e u - s e  u m a  lin g u a g e m  

v is u a l p a ra  im p le m e n ta r  o  s is te m a .

3 .2  D A D O S  U T I L I Z A D O S

O s d a d o s  d o s  p r o d u to s , so b r e  o s  q u a is  fo i  e la b o r a d o  o  S is te m a  d e  

P la n e ja m e n to  E s tr a té g ic o  d e  M a te r ia is  (S P E M ), fo ra m  o b t id o s  d e  e x e m p lo  real 

u t il iz a d o  c o m o  d e m o n s tr a ç ã o  n a  litera tu ra  e m  C O R R Ê A , G IA N E S I  e  C A O N  (2 0 0 0 ) .  

O  e x e m p lo  d e ta lh a  a c o m p o s iç ã o  d o  r e s p e c t iv o  p ro d u to  fin a ! a partir d a s  m a tér ia s  

p r im a s  a se r e m  m a n ip u la d a s  p e lo  fa b r ic a n te , b e m  c o m o  a n e c e s s id a d e  d e  a d q u ir ir , d e  

te r c e ir o s , o s  c o m p o n e n te s  q u e  s ã o  fo r n e c id o s  p r o n to s , d ir e to  para  a l in h a  d e  

m o n ta g e m . C o m o  a s in fo r m a ç õ e s  d a s  d e m a n d a s  d e  v e n d a s  n ã o  foram  d is p o n ib i l iz a d a s ,  

u t i l iz o u - s e  u m  s im u la d o r  p a ra  g era r  a s  s é r ie s  te m p o r a is  c o m o  h is tó r ic o s  d e  v e n d a s . O s  

d a d o s  n e c e s s á r io s  para e la b o r a ç ã o  d o  S P E M  fo ra m  :

- h is tó r ic o  d a  d e m a n d a  d e  v e n d a s  d o s  p r o d u to s  ( s im u la ç ã o ) ;

- p e r io d ic id a d e  d o s  d a d o s  h is tó r ic o s  c o n s id e r a d o s  (m e n sa l) ;
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- itens que compõem cada produto a ser analisado (lista de material);

- prazo de entrega dos materiais acabados ou das matérias-primas, pelos seus 

respectivos fornecedores, que compõem o produto na linha de montagem 

e/ou fabricação;

- importância envolvida (peso na decisão de se estocar ou não);

- níveis de estoques iniciais;

- tempos de produção dos itens de fabricação própria.

Os cuidados tomados na obtenção e análise dos dados foram:

- quanto mais dados históricos coletados e analisados, mais confiável a 

técnica de previsão;

- na interpretação dos dados procurou-se a caracterização da demanda pelos 

produtos da empresa, que não é necessariamente igual às vendas passadas,

pois podem ter ocorrido faltas de produtos, postergando as entregas ou

deixando de atendê-las;

- tamanho do período de consolidação dos dados (semanal, mensal, trimestral, 

anual, etc.) pois influenciam diretamente na técnica de previsão, assim 

como na análise das variações extraordinárias.

O exemplo refere-se a dados de fabricação do produto lapiseira. As 

informações/dados sobre o produto estão relacionadas no item 3.5.

Os prazos de aquisição, entrega e produção não serão questionados, uma vez 

que cabe à empresa gerenciar a burocracia interna e negociar com seus fornecedores.
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A criação do SPEM, dependeu da integração das informações, partindo-se da 

análise da série temporal gerada. Assim, escolhendo-se o modelo e estimando seus 

parâmetros, realizando previsões, gerou-se informações de disponibilidade de 

materiais para atender no horizonte pretendido os pedidos previstos. A partir daí 

obteve-se as informações de detalhes dos produtos finais como itens de composição, 

prazos e níveis de estoques. Gerenciando todas as informações, foi necessária a 

implementação de um programa computacional que possibilitasse todos os cálculos e 

controles necessários.

3.3.1 Simulação

Para obtenção de valores para teste da implementação computacional dos 

modelos de previsão baseados em séries temporais, foram utilizadas simulações. A 

geração de séries com diversos tipos de comportamentos foram úteis para testar a 

identificação do melhor modelo e seus respectivos parâmetros do módulo de previsão 

do SPEM.

O simulador programado, possibilitou também a geração de diversas séries 

temporais, simulando a demanda de vendas dos produtos, testando a funcionalidade do 

SPEM.

O modelo utilizado para gerar séries temporais foi baseado na metodologia 

ARIMA, (item 2.1.7.2.4) e para maiores detalhes ver (BOX; JENKINS, 1976):

3.3 METODOLOGIA

Z t - õ  + <j)xZ t_j + </>2Z t_2 +... + (j)pZ t_p +at - 9 xat_x - 0 2at_2 - . . . - 9 qat__q (3.1)
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que na forma diferenciada toma-se:

cot = ^cDt_x +<f)2CQt„2 +... + </>pG)t_p + at -Q 2at_2 ~...~Q qat_q (3.1a)

onde,

ca, -  Z t ~ Z ( , , para o caso de d = 1 e E{cot) = 0

sendo:

Z, o valor da série no instante /;

<j>i são os parâmetros auto-regressivos, /' = 1 , 2 ,

Oj são os parâmetros de médias móveis, j  = 1 , 2 , q;

Õ é o termo constante;

at representa o ruído branco, (ruído com média zero e variância c r ,  

a, ~ /V (0 ,a;));

(út é a série diferenciada de ordem d, cot -  V ciZ t .

Os p  parâmetros auto-regressivos e os q parâmetros de médias móveis 

utilizados são escolhidos pelo operador do programa, bem como, o nível da série p, a 

variância dos resíduos <j2a e o número de diferenças a ser integrado d, para se gerar 

uma série não estacionária. E, como nos modelos ARIMA existe a possibilidade de se 

diferenciar a série visando a estacionariedade na modelagem utilizada para geração 

empregou-se o inverso. Ou seja, gerou-se séries estacionárias com as raízes do 

polinômio (p(B) fora do círculo unitário. Com d = 1 ou d = 2 foram utilizados valores 

iniciais (aleatórios) para se obter séries não estacionárias, utilizando as equações de 

diferenças como equações de recorrência.

A componente aleatória, ruído branco ( at), que, por definição, deve possuir 

um comportamento norma! com média zero e variância a 2a (constante), é gerada 

automaticamente pelo simulador por meio do algoritmo descrito a seguir.

Sejam X e Y variáveis aleatórias independentes e identicamente distribuídas
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com distribuição normal padrão, ou seja N(0,1). Então obtém-se dois números 

(independentes), que seguem a distribuição normal padrão a partir de dois números 

aleatórios R, S com distribuição uniforme (0,1) ou seja, R e S  têm distribuição U(0,1) 

usando-se os resultados seguintes:

X  — V—2 1n ~R cos(2^5*), Y = V— 2 1ni? sin(2/rS),

este é o método de Box & Müller descrito em PERIN FILHO (1995).

Na geração dos valores para a série simulada, os valores das componentes 

aleatórias at são geradas aos pares e seguindo a definição:

R ,S  ~ U (0,1) e X ,Y ~ N ( 0 ,l )  

a -  cr X

E(a) = a  E (X )  = 0 

V(a) = g 2 (X )  = a 2.l = a 2

E, para eliminar a influência dos valores iniciais, a geração foi estendida 

muito além do solicitado (o dobro), porém foi disponibilizado apenas a quantidade 

requerida. Através das raízes dos polinômios característicos $(B) e 0(B) são 

verificadas as condições de estacionariedade e invertibilidade, antes de gerar a série. 

Caso uma das condições seja violada, pode-se optar por outra combinação de 

parâmetros. Após a geração da série temporal, é realizado o teste de correlação dos 

resíduos, utilizando a estatística de Ljung-Box (LJUNG; BOX, 1978):

Q = n(n + 2)]T (n -  k)~' p :  (a) ,
;=1

sendo,

n = N - d , e
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Q deverá ser comparada com um distribuição x lt ? com M ~ k -  p - - q,

onde:

- N é o número de observações geradas;

- d  é o número de diferenças escolhidas para a geração;

- M são os graus de liberdade para a distribuição x h  \

- p é o número de parâmetros auto-regressivos;

q é o número de parâmetros de médias móveis; 

p : (a) são as auto-correl ações dos resíduos gerados;

- k refere -se às primeiras k auto-correlações dos resíduos consideradas, e 

segundo CHAVES NETO (2000), não há necessidade de um k maior que 25.

Caso uma simulação apresente resíduos correlacionados, poderá ser gerada outra série 

do modelo de interesse, se o pesquisador julgar necessário. A forma de apresentação

do simulador será vista no Anexo 1.

3.3.2 Séries temporais

3 .3 .2 .1  In tr o d u ç ã o

N o r m a lm e n te , o s  r e s p o n s á v e is  p e lo  P la n e ja m e n to  e  C o n tr o le  da P ro d u çã o  

tê m  d if ic u ld a d e s  e m  r e a liz a r  p r e v is õ e s ,  u m a  v e z  q u e  e m  su a  g r a n d e  m a io r ia  

d e s c o n h e c e m  a s  t é c n ic a s  a d e q u a d a s  o u  n ã o  d o m in a m  to ta lm e n te  e s te  c o n h e c im e n to  

d a  a n á lis e  d e  s é r ie s  te m p o r a is . Q u a n d o  is to  o c o r r e , o  p r o c e d im e n to  d e  p la n e ja m e n to  

to r n a -s e  b a s e a d o  e m  in fo r m a ç õ e s  q u a lita t iv a s  ( s e n t im e n to s , e x p e r iê n c ia s  a n te r io r e s  ou  

d e  fu n c io n á r io  m a is  a n t ig o ) . S u r g e  e n tã o  a n e c e s s id a d e  d e  s e  e la b o r a r  um  tra b a lh o  q u e
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vise adequar a necessidade da indústria à complexidade do cálculo matemático e 

estatístico, ou seja, criar uma ferramenta que seja baseada em método científico 

definindo o tipo do método quantitativo de previsão.

Nas técnicas de previsão cabe salientar que, em certas situações, os métodos 

quantitativos de previsão não podem ser empregados isoladamente. Dependem 

também, para um bom resultado, menor erro, da participação dos métodos qualitativos, 

ou seja, da experiência da(s) pessoa(s) envolvida(s). As principais situações em que 

isso ocorre são: introdução de um produto novo, diferente dos oferecidos atualmente 

(não existindo dados passados), quando o panorama político-econômico for muito 

instável (mudanças bruscas de procedimentos, não possuindo acompanhamento dos 

dados históricos), em questões estratégicas para empresa (não é conveniente decidir 

os ramos da empresa apenas com base em dados provenientes de um modelo 

matemático).

Apesar da evolução dos recursos computacionais e da sofisticação 

matemática das técnicas de projeção, a previsão da demanda dos produtos não é um 

cálculo simples; envolve uma boa dose de experiência e julgamento pessoal do 

planejador. A única coisa que pode-se garantir é que o valor previsto será sempre uma 

boa aproximação do valor real. Porém, quanto mais apurada for a técnica empregada, 

melhor a base sobre a qual o planejador decidirá.

Grande parte dos assuntos apresentados neste item poderiam estar contidos 

na revisão bibliográfica, porém, optou-se em classificá-los como métodos uma vez que 

as descrições se confundem com o que foi desenvolvido.

3.3.2.2 Alisamento Exponencial Simples (AES)

O Alisamento Exponencial Simples pertence à classe dos métodos que 

empregam pesos decrescentes exponencialmente. Neste método o alisamento é
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d e d u z id o  a  partir  d a  e q u a ç ã o  d e  m é d ia s  m ó v e is ,  o n d e  k  o b s e r v a ç õ e s  m a is  r e c e n te s  sã o  

u tiliz a d a s  p ara  c a lc u la r  a  e s t im a t iv a  (p r e v is ã o )  para  o  n ív e l  d a  sé r ie  (M ,):

Mt = ou (3 2)
k

M , -  . ( 3 .3 )
k

D e s e n v o lv e n d o  3 .3 ,  o b té m -s e :

( Z  Z  \
M , =  M t. ,+  . ( 3 .4 )

U  k )

S u p o n d o  q u e  u m a  o b s e r v a ç ã o  a n ter io r  n ã o  e s te ja  d is p o n ív e l ,  e n tã o , e m  

s e u  lu g a r  d e v e  ser  u t i l iz a d o  um  v a lo r  a p r o x im a d o . U m a  p o s s ív e l  s u b s t itu iç ã o  p o d e r á  

se r  a e s t im a t iv a  (p r e v is ã o )  p ara  o  p e r ío d o  a n ter io r  M t_i. C o m  e s ta  s u b s t itu iç ã o  em  3 .4 ,  

te m -se :

( Z M  \
A L  . +  —  —— —  e d e s e n v o lv e n d o  ( 3 .5 )

' { k  k  J

m  (  n
M ,=  -  Z ,+  I - -  M„, . (3.6)

\ k j  \  k j

S e  o s  d a d o s  s ã o  e s ta c io n á r io s , a su b s t itu iç ã o  é  u m a  b o a  a p r o x im a ç ã o , m a s  q u a n d o  

e x is t e  te n d ê n c ia , o  m é to d o  é in a d e q u a d o .

D a  e q u a ç ã o  3 .6 ,  p o d e  se r  v is to  q u e  a p r e v is ã o  ( M t) e s tá  b a se a d a  e m  se  

atr ib u ir  p e s o  m a io r  a  o b s e r v a ç ã o  m a is  r e c e n te  e  p e s o  m e n o r  a p r e v isã o  a n ter io r  (M t_i). 

S e n d o  k  um  n u m e r o  in te ir o  e  p o s it iv o ,  l /k  d e v e r á  se r  u m a  c o n s ta n te  en tre  z e r o , s e  k  fo r  

para in f in ito  e  u m , s e  k ~  I. F a z e n d o -s e  a su b s t itu iç ã o  d e  l /k  p o r  a ,  e  a ltera n d o  a  

r e p r e s e n ta ç ã o  d e  M t para  Z , , 3 .6  s e  tr a n sfo r m a  e m  :
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Z, = a Z , + ( l - a ) Z M t = l ,  . . . , N  0<ct<l (3.7)

onde N  é o tamanho da série.

A equação 3.7 é a forma geral utilizada para calcular as previsões, onde Z t é 

chamado de valor aüsado ou amortecido e a  é a constante de alisamento ou 

amortecimento, informando a previsão para os períodos seguintes. A previsão de todos 

os valores futuros é obtida pelo último valor exponencialmente alisado (MORETTIN; 

TOLOI, 1981):

Z t(h) = Zf, V h > 0, ou ao final da série,

Z, (,h) = aZ, + (1 -  <z)ZM (h). (3.8)

A equação 3.8 pode ser considerada a equação de atualização de previsão, 

onde, com a observação mais recente, a previsão imediatamente anterior e o valor de 

a , pode-se calcular a nova previsão. Com este método são reduzidos substancialmente 

os problemas de armazenamento de dados. E, como 3.7 considera o último valor 

alisado em seu cálculo, uma expansão da mesma pode ser dada por:

Z t = aZt + (l -  a ^ a Z t_} + (l -  a )Z t_2 ]

Z t -  aZ t + a(1 -  a )Z t l + ( l - a )Z t_2 .

Repetindo o desenvolvimento até o limite das N observações da série tem-se:

Z t = a Z t + # ( l - a ) Z í_1 + a ( l - a f Z t_2 + ... + a ( l - a ) N̂  Z t<N_x) + ( l - a ) NZ t_{N_x) 

na forma contraída:

Z, = a Y d( l - a ) kZ t_k + ( l - a y z 0, t=  1 , .  . .,N  (3.9)
k =0



c o m  Z 0 =  Z , .

À  s o m a  d o s  p e s o s  a tr ib u íd o s  à s  o b s e r v a ç õ e s  c o n v e r g e  p ara  1 q u a n d o  t—>oo, p o is  o s  

p e s o s  fo r m a m  u m a  P G  c o m  te r m o  in ic ia l  a  e  ra zã o  1-ct.

U m a  fo r m a  al te m  a tiv a  d e  se  e sc r e v e r  3 .7  é:

Z , =  a ( Z , - Z , , )  +  Z M ,

d e  o n d e  p o d e - s e  o b te r  a  fo r m a  d e  r e p r e se n ta ç ã o  d o  m o d e lo  A E S  e m  fu n ç ã o  d o  erro  d e  

p r e v isã o :

et =  Z , - Z M , te m o s  

Z t = a (e t) + Z t_l9

o n d e  c, é o  erro  d e  p r e v is ã o  (v a lo r  da o b s e r v a ç ã o  a tu a l m e n o s  o  p r e v is to  n o  p e r ío d o  

a n te r io r  um  p a s s o  a fr e n te )  para o  p e r ío d o  (t) . D e s ta  fo rm a , a p r e v isã o  ( Z r) p o d e  ser  

v is ta  c o m o  s e n d o  u m a c o m b in a ç ã o  da ú lt im a  p r e v is ã o  g e r a d a  c o m  u m  a ju ste  d o  erro  

d a  ú ltim a  p r e v is ã o . P ara  in ic ia r  o  p r o c e s s o  d e  c á lc u lo  3 .7 ,  é  n e c e s s á r ia  a p r im e ira  

p r e v is ã o  ( Z ,  , ) .  C o m o  e s te  v a lo r  a in d a  n ã o  é  c o n h e c id o , u m a  d a s  a lte r n a tiv a  é  d e  s e  

e s c o lh e r  o  p r im e ir o  v a lo r  d a  o b s e r v a ç ã o  c o m o  a p r im eira  p r e v is ã o , Z 0 =  Z , , c o n fo r m e  

c ita d o  a n te r io r m e n te .

N a  e s c o lh a  d a  c o n s ta n te  d e  a lis a m e n to  a  (M O R E T T N ; T O L O l, 1 9 8 1 ) , d e v e -  

s e  p ro cu ra r  o  v a lo r  q u e  fo r n e ç a  a m e lh o r  p r e v is ã o  d a s  o b s e r v a ç õ e s  o b tid a s ,  

n e c e s s ita n d o  d e  u m a  fa s e  d e  v e r if ic a ç ã o  d o  a ju s ta m e n to  d o  m o d e lo  a o  c o n ju n to  d e  

o b s e r v a ç õ e s  d is p o n ív e is ,  p o d e n d o  se r  b a se a d o  n o  c á lc u lo  d e  m e n o r  M S E  e d e  fo rm a  

a d o ta d o . A  e s c o lh a  d e  u m  a  p e q u e n o  im p lic a  em  p e s o s  m a io r e s  às o b s e r v a ç õ e s  

p a s s a d a s , p r o p o r c io n a n d o  o b s e r v a ç õ e s  m a is  e s tá v e is ,  o n d e  f lu tu a ç õ e s  a le a tó r ia s  n o  

p r e s e n te  in te r fe r irã o  p o u c o  n o  v a lo r  p r e v is to . E m  s é r ie s  c o m  m a io r e s  a le a to r ie d a d e s , o  

v a lo r  d a  c o n s ta n te  d e  a lis a m e n to  d e v e r á  se r  m en o r . Para c o n s tr u ç ã o  d o  in te r v a lo  d e  

c o n f ia n ç a , p a r t in d o -s e  d e  3 .8 ,  te m -se :

105
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Z t(h) = aZ t + { l - a ) Z t_x(h),

Z t(h) = aZt + Z t_l ( h ) - a Z t_l(h),

Z t(h) = a (Z t - Z t„x(h)) + Z t_x(h), (3.8a)

como no AES as previsões geradas em um determinado instante são iguais para todo o 

horizonte h, Z t_x (h) terá o mesmo valor para todos os períodos h, e as previsões sendo 

geradas a partir da última observação Z,, o valor do erro de previsão ( Z t -  Z t l(h) ) será 

sempre múltiplo do erro a um passo, et = Z t -  Z t_x (1) (MORETTIN; TOLOI, 1981). 

Alterando a notação dos índices do erro de previsão para verificação do intervalo 

compreendido:

Z t (h) = a (Z t -  Z t_x+h) + Z t_x (h) , tem-se então o intervalo para o erro como 

sendo, (t ~ l  + h ) - t  = h - l .  Rescrevendo 3.8a em função dos erros de previsão:

Z t (h) = a(e  j +ee + ... + eH_x) + Z t_x(h),

A A
Z t(h) = (aex +aee +...+aeh_x) + Z t̂ x(h),

A

e considerando que Z t_x{h) possui o mesmo valor para todo o horizonte h, a 

variabilidade deste valor pode ser representada pela variância do erro, um passo a 

frente, obtido na fase de ajuste do modelo. Aplicando as propriedades de variância:

V (Zt(h)) — ( a 2a 2a + a 2cr2a +... + a 2cr2) + cr2, e desenvolvendo

V (h)) = (h ~ 1) + <rl >

V (Zt(h)) = [a 2( h - l )  + l]<j;.

HYNDMAN et al. (2001) demonstraram a fórmula analítica exata para a
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variância da previsão, para o método de alisamento exponencial simples. A 

demonstração está baseada nos modelos de espaço de estado, onde os modelos de 

alisamento exponencial são casos especiais. O intervalo de confiança poderá ser 

obtido, então, por:

p (z , (h) -  k J v ( Z , m  * s  z ,  (h )+ k^V (Z ,(h ))  )=  1 -  a ,

onde, k é o escore da distribuição de probabilidade do erro de previsão (k = 1,96 

quando o erro tem distribuição normal com 95% de nível de confiança).

3.3.2.3 Alisamento Exponencial Linear de Brown (AELB)

O Alisamento Exponencial Linear de Brown, também conhecido como 

Alisamento Exponencial Duplo, ou, Método Linear de um Parâmetro de Brown, é um 

modelo de alisamento exponencial, semelhante ao AES, sendo que calcula um 

segundo alisamento sobre os valores obtidos do AES, utilizando uma única constante 

de alisamento. Desta forma, a diferença entre os valores dò alisamento simples (AES) 

e um segundo alisamento, pode ser somada ao valor alisado e ajustado para tendência.

O AELB é aplicável a séries temporais que apresentem comportamento com 

tendência da mesma forma que o AES, o Alisamento Exponencial Linear de Brown 

deriva dos modelos de médias móveis. Inicialmente, necessita-se do cálculo dos 

valores alisados (AES), através da equação 3.7:

Z t = aZ t + ( l  — a )Z t_x .

E, assumindo que todos os alisamentos simples Z t tenham sido calculados, utilizando- 

se 3.2 de forma análoga ao AES para os mesmos k  períodos, as médias móveis para os
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valores alisados, Z ,, são:

z + z , + z,_, + +z,_* t,
M,  = -—------— — —----------- L±LL , ou

k

Z - Z
M . =M,  , + —----- — .

k.

Desenvolvendo, obtemos:

( 7  Z  1M , = M t ,+  ZP-kZdL  . (3.10)
[ k  k )

Substituindo-se um alisamento anterior Zt k por um valor aproximado, neste caso 

utilizando a estimativa (previsão) para o período anterior M,_i. Com esta substituição 

em 3.10, tem-se:

M M , . + —  -  —— e desenvolvendo
[ k  k J

M,  = U  IZ,+ l - 7  W M . (3.11)
w  v

Apesar da possibilidade da série não ser estacionária, a substituição é uma boa 

aproximação, uma vez que o valores utilizados são alisados. De forma similar a 3.6, na 

equação 3.11 a previsão (Mt) está baseada em se atribuir peso maior a observação mais 

recente e peso menor a previsão anterior (Mt_i). Sendo k um número inteiro e positivo, 

1 ik deverá ser uma constante entre zero, se k for para infinito e um, se k — 1. Fazendo- 

se a substituição de \/k por a, e alterando a representação de Mt para Z ,, 3.11 se 

transforma em :



Z t - a Z t + ( l  — a)Zt_x , t = l , . . . , N  0 < a <  1 (3.12)

onde:

N é o tamanho da série e Z(é obtido de 3.7.

Ainda, supondo que a tendência seja linear, o modelo poderá ser determinado por:

Z t = + b2t + at , t = 1, ..., N (3.13)

onde:

ml representa o nível (intercepto); 

b2 representa a tendência (declividade);

at refere-se ao ruído branco, parte estocástica do modelo, com média zero e 

variância constante.

Então a equação de previsão será :

Z t(h) = mu +b2J(h) > (3.14)

onde:

h é a quantidade de períodos à frente a ser previsto (horizonte de previsão); 

mx t = 2Z t - Z t , é  a estimativa do intercepto no instante t e

b21 -  -  | Z t —Zt j é a estimativa da tendência no instante t.
1 - a \  J

Verificando e comprovando as estimativas da equação de previsão 3.14, a 

partir de 3.9 e 3.13, obtêm-se:

i) E (Z , ) = (1 - á f  E (Z t„k) + (1 ■-a ) ‘Z 0
k =0

e {z , ) = a f t ( l - a ) t (ml +b1( t - k ) )  + ( X - a y z o
k =0

quando t —> oc, (1 -  a ) 1 —> 0 e
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( V co CO

Z t)=(m 1 + b2t ) a J T ( l - a ) k - b 2a Y ^ k { \ - a ) k
k=0 k =0

E ( z , ) = m ,+ b 2t - Q ^ - b 2
a

como E (Z t) = ml +b2í , temos

E { z , ) = E ( Z , ) - ^ l b 2 . (3.15)
a

íí) De forma análoga, utilizando a equação 3.12, teremos:

£ ^ 2 , ^  = e ( z , ) - ^ p - b 2 , ou seja,

(3“ >

Desta forma, pela lógica define-se a estimativa para a tendência como:

( 3 , 7 )

Substituindo-se o valor de b2, de 3.16 em 3.15:

Í < 7 ,) .£ ( Z I)+ Í A Í Í > ^ [ £ (Z,

E(Z,)  = 2 E { Z , ) - E { z , y  (3.18)

Assim uma boa estimativa para o intercepto é:



i l l

(3.19)

Para a p lic a r  3 .7  e  3 .1 2 ,  sã o  n e c e s s á r io s  o s  v a lo r e s  in ic ia is  d o s  a lis a m e n to s  Z M e  Z ,_ , . 

C o m o  e s t e s  v a lo r e s  a in d a  n ã o  s ã o  c o n h e c id o s ,  u t i l iz a - s e  o  p r im e ir o  v a lo r  d a  

o b s e r v a ç ã o  ( Z , ) c o m o  e s t im a tiv a :

M A K R I D À K I S , W H E E L W R ÍG H T  e  M c G E E  ( 1 9 8 3 )  a ler ta m  q u e  e s te  

p r o b le m a  d e  in ic ia l iz a ç ã o ,  e x is t e n te  em  to d o s  o s  m o d e lo s  d e  a lis a m e n to  e x p o n e n c ia l .  

D e p e n d e n d o  d o  v a lo r  u t i l iz a d o  para a c o n s ta n te  d e  a lis a m e n to , p o d e  in f lu e n c ia r  o  

p r o c e s s o  d e  fo rm a  s ig n i P icante d u ra n te  um  lo n g o  p e r ío d o  ( a  p r ó x im o  d e  z e r o ) .

O  c r ité r io  para  a e s c o lh a  d o  m e lh o r  v a lo r  p ara  a c o n s ta n te  d e  a lis a m e n to  a  é 

te s ta r  o s  v a lo r e s  a  f im  d e  m in im iz a r  a s o m a  q u a d rá tica  d o s  erro s d e  a ju sta m e n to . A  

c o n s ta n te  d e  a l is a m e n to  p o s s u i  a  m e s m a  f in a lid a d e  d o  A E S . A tr ib u i p e s o s  m a io r e s  às  

o b s e r v a ç õ e s  m a is  r e c e n te s  e  p e s o s  m e n o r e s  à s  o b s e r v a ç õ e s  m a is  a n tig a s .

M O R E T T IN  e  T O L O I ( 1 9 8 1 )  a ler ta m  para a s  d if ic u ld a d e s  d e  u t i l iz a ç ã o  d e  

tr a ta m e n to s  e s ta t ís t ic o s  c o m  o s  m é to d o s  a u to m á t ic o s , o  q u e  im p lic a  em  p r o b le m a s  n a  

d e te r m in a ç ã o  d a  v a r iâ n c ia  d o  erro  d e  p r e v is ã o , a ser  u t il iz a d a  n o  c á lc u lo  d o  in te r v a lo  

d e  c o n f ia n ç a  d e  p r e v isã o .

S e g u n d o  K O E H L E R , S N Y D E R  e  O R D  ( 2 0 0 1 ) ,  o s  m o d e lo s  A R I M A  p o d e m  

se r  u t i l iz a d o s  p ara  s e  d e te r m in a r  o  in te r v a lo  d e  c o n f ia n ç a  d e  p r e v is ã o  para o s  m o d e lo s  

d e  a l is a m e n to s  e x p o n e n c ia is  lin e a r e s .

G  A R  D N E R  ( 1 9 8 5 )  c ita  q u e  o  m o d e lo  d e  B r o w n  é  e q u iv a le n te  a um  m o d e lo  

A R I M A  ( 0 ,2 ,2 )  d e  r a íz e s  ig u a is  n o  p o l in ô m io  c a r a c te r ís t ic o  9 ( B ) ,  e  q u e  tal 

e q u iv a lê n c ia  fo i  d e m o n str a d a  p o r  C O G G E R  ( 1 9 7 4 ) .

U t i l iz a n d o - s e  d a  e q u iv a lê n c ia  c o m  o  A R I M A  ( 0 ,2 ,2 ) ,  c a lc u lo u - s e  a v a r iâ n c ia  

d a s  p r e v is õ e s  b a se a d a s  n o  m o d e lo  j á  d e te r m in a d o . C o m o  se  trata d e  u m  c a s o

=  2 Ã  -  z , .

Z„ = Z, e Z„ = Z,
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específico, não se necessita das etapas de especificação e identificação do modelo. Na 

etapa de estimação, não foi necessário empregar algoritmo não linear, uma vez que 

serão utilizados somente dois parâmetros de médias móveis (0 i e 62) e o número de 

diferenças para estacionarizar a série é fixa em duas (d = 2). A representação do 

modelo ARIMA(0,2,2) é:

V 2Z t = a t - 0 xa ^  - 0 2a t_2

( l - B f Z ,  = ( l - 0 lB - 8 1B 2)al ,

onde B é o operador de translação para o passado e V 2 é o operador de diferenças, 

com d = 2, sendo então, V 2Z t uma série cot estacionária.

O caso particular do ARIMA (0,d,2), é tratado em MORETTIN e TOLOI 

(1981), onde a região de invertibilidade no espaço paramétrico é:

-1<<92 < 1  

0 2 — Bx < 1 

6 2 +@l < 1

E, conforme citado em GARDNER (1985), 0 modelo deverá possuir raízes iguais no 

polinômio 6 {B) = 1 - Q XB - 9 2B 2 . Para que as duas raízes sejam iguais, o discriminante 

Á = 0, ou seja, b2 -  4ac = 0, então:

W - ( 4 . ( - £ 2 ).!)==(),

( - 4 ) 2 = -(4 .(0 2).l),

0X2 = - 4  .(02),
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Esta condição deverá ser observada durante a escolha dos parâmetros de médias 

móveis, fazendo também que o intervalo de escolha de 82 seja alterado para

-1 <e2 <0.
Assim, com as delimitações da região de invertibilidade para os parâmetros, a 

escolha do melhor conjunto pode ser através de processo iterativo, não necessitando 

utilizar o Algoritmo de Marquardt (não linear), onde a escolha também é pela menor 

soma de (at)2, (ruído banco), onde os valores iniciais foram obtidos através do 

procedimento condicional, onde os valores iniciais desconhecidos são substituídos por 

valores que supõem-se serem razoáveis, onde se admite a normalidade dos ruídos 

(para maiores detalhes ver MORETTIN e TOLOI (1981)):

OO2 =(®, +#,«,-1 +^tf,-2)2'

Com a determinação dos parâmetros de médias móveis e como o modelo não possui 

parâmetros auto-regressivos, pode-se calcular os valores das seqüências de pesos ( i g j )  

através da equação:

onde,

Com (j)(B) = 1 , por não possuir, o modelo, parâmetros auto-regressivos (p = 0) e ainda 

como o modelo especificado possui duas diferenças (d = 2 ) tem-se:

{ l - B ) 2{l + y/xB + y/2B 2 +...) = l - 6 xB - 6 2B 2.

0 , = ± J - 4 . ( 0 2) .
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E, com os pesos determinados, pode-se calcular a variância da previsão para o 

horizonte h através de :

V(h) = ( 1 + çí/,2 + ^ 22 +... + r l , ) c r 2a.

O intervalo de confiança é obtido a partir da previsão realizada pelo Modelo 

de Alisamento Exponencial Linear de Brown para o horizonte h e a variância 

calculada pelo Método ARIMA para o respectivo horizonte:

p {z ,(h ) - k j n h j < Z Hh < Z t(h )+k j n h ) )=  1 - a ,  

onde, k é o escore da distribuição de probabilidade do erro de previsão (k = 1,96 

quando o erro tem distribuição normal com 95% de nível de confiança).

3.3.2.4 Alisamento Sazonal Linear de Holt-Winters (HW)

Como visto no item 2 .1.6.4.1 , este modelo decompõe a parte determinística 

da série em três componentes: nível, tendência e sazonalidade. Existem duas variações 

do modelo em função da componente sazonal: forma aditiva e multiplicativa. Neste 

estudo considerou-se apenas a forma multiplicativa. MORETTIN e TOLOI (1981) 

citam a forma multiplicativa como a mais utilizada e GARDENER (1985) indica que 

esta forma é mais adequada quando o nível da série é alterado e a flutuação da 

sazonalidade se modifica proporcionalmente. O modelo multiplicativo tem sido 

implementado mais freqüentemente em softwares de previsões, e a magnitude das 

variações sazonais aumentam com o aumento do nível médio da série temporal 

(KOEHLER; SNYDER; ORD, 2001).

A decomposição sazonal multiplicativa pode ser verificada onde um fator 

sazonal Ft , em um período sazonal s, multiplica o nível da série:
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Z t —f.tr l \ + T t +at , t —  1 ,  N  ,  ( 3 . 2 0 )

o n d e  jut é o n í v e l  d a  s é r i e .
O  m o d e l o  I  I W  é  b a s e a d o  e m  t r ê s  e q u a ç õ e s  d e  a l i s a m e n t o :  e s t a c i o n a r i e d a d e  

( n í v e l ) ,  t e n d ê n c i a  e  s a z o n a l i d a d e .  E s t a s  e q u a ç õ e s  s ã o  o b t i d a s  d e  f o r m a  a n á l o g a  à s  d o  
A E S  e  A E L B ,  s e n d o  q u e  s ã o  d e t e r m i n a d a s  e m  r a z ã o  d e  t r ê s  c o n s t a n t e s  d e  a l i s a m e n t o
A ,  C  e  D :

Z, = A - Ç  + ( i _ y4 ) ( z M  0 < A < 1  t  =  s + 1 ,  N  ( 3 . 2 1 )
V s /

/ ;  = c ( z , - Z M ) + ( l - C ) À ,  0 < C < 1  t  =  s + 1 ,  . . . .  N  ( 3 . 2 2 )
í  7  \

/ ) ;  = ü  + ( i _ D)p_s 0 < D < 1  t  =  s + 1 ,  . . . ,  N . ( 3 . 2 3 )
\ 2 , y

O  v a lo r  d o  fa to r  d e  s a z o n a lid a d e  é  c a lc u la d o  e m  u m  p e r ío d o  d e fa s a d o  (t-s), 

o n d e  .v é  o  p e r ío d o  d e  sa z o n a lid a d e . O s  in s ta n te s  ( / )  c o n s id e r a d o s , in ic ia m -s e  d e fa s a d o s  

e m  fu n ç ã o  d e  s e  n e c e s s ita r  d o  p r im e ir o  p e r ío d o  d e  s a z o n a lid a d e  (s)  p ara  s e  e s t im a r  a 

s a z o n a lid a d e  in ic ia l.

A  e q u a ç ã o  3 . 2 1, q u e  é u m a  e s t im a t iv a  para o  n ív e l  g ,  p o d e n d o  se r  d e d u z id a  

d e  3 .2  e  c h e g a n d o -s e  a 3 .7 :

C o m o  o  m o d e lo  H W  se  a ju sta  a s é r ie s  c o m  s a z o n a lid a d e  e  te n d ê n c ia  e  e s ta s  

c o m p o n e n te s  s ã o  d e c o m p o s ta s  se p a r a d a m e n te , s ã o  n e c e s s á r ia s  a lg u m a s  m o d if ic a ç õ e s .

A  o b s e r v a ç ã o  Z ( c o n s id e r a  a s a z o n a lid a d e , e  é  n e c e s s á r io  retirar e s ta  

c o m p o n e n te  a tr a v é s  d e  u m  fa to r  d e  s a z o n a lid a d e  ( F( s ), e s t im a d o  e a tu a liz a d o  p or  

3 .2 3 ,  p o is  Z , e s t im a n d o  o  n ív e l  d a  sé r ie , n ã o  d e v e  in c o r p o r a r  e s te  c o m p o r ta m e n to .

Z , = A Z ,  + { \ - A ) Z l , t = I ,  . . . , N  0 < A < 1 .
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Como o modelo em estudo é o multiplicativo, para retirar a sazonalidade utiliza-se a 

razão entre Z t e Ft_s (fator defasado do período de sazonalidade s).

Considerando também a componente de tendência, para que o valor alisado 

da estimativa anterior ( Z t_x) fique mais próximo ao valor real, deve-se adicionar o 

fator de tendência ( f t_x) estimado e atualizado por 3.22.

Assim tem-se como estimativa para o nível:

~ (  Z  ^ /~ - \
Z t = A - ^ ~  + ( l ~ A \ Z t x +Ttx) 0 < C < 1  t = s+1, ..., N

A - J

onde, N é o tamanho da série e s é o período de sazonalidade.

A equação 3.22, estimando a tendência, pode ser obtida de forma análoga a 

3.7 partindo de 3.2:

T + T  + T  + +TJ 7 =  ( f- l  t- 2 ^ ....~  1 t - k +1

k

T - T
Tt = Tt__x + —-------   , onde Tt é a tendência do período t. (3.24)

k

Desenvolvendo 3.24, obtém-se:

r , = l , + ( A - % ] -  (3.25)
\ k  k  )

Supondo que uma tendência anterior Tt_k seja substituída por uma estimativa 

aproximada, uma boa substituição poderá ser a estimativa (previsão) para o período 

anterior Tt_x. Com esta substituição em 3.25, passa-se a:

/  \
f T T_ ]

Tt = L +  —------— e desenvolvendo-se
-  [ k  k j
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- ( D  f I VTt = -  Tt + l - ~  Tt_x . (3.26)
\ k )  \  k )

Sendo k  um número inteiro e positivo, 1 ík deverá ser uma constante entre zero, se k  for 

para infinito e um, se k  = 1. Fazendo-se a substituição de l/k  por C, e estimando a 

tendência de um período para outro como sendo a diferença entre os valores alisados, 

3.26 transforma-se em :

Tt = c ( z , -Z ,_ ,)+ ( l-C ) fM 0 < C < 1  t = s+1, N

onde, N é o tamanho da série e s é o período de sazonalidade.

A equação 3.23, estimando a sazonalidade, pode ser obtida de forma análoga 

a 3.22 partindo de 3.2, onde o valor anterior estimado (F t_s ) é defasado do período de 

sazonalidade s, chegando-se a:

- f l ' )  (  I V- k 4 l - - k  . (3.27)
\ k )  \  k )

Sendo k  um número inteiro e positivo, l/k deverá ser uma constante entre zero, se k for 

para infinito e um, se k = 1. Fazendo-se a substituição de l/k  por D, e estimando a

sazonalidade do período t como a razão entre um valor da série com tendência (Z,)

pelo valor alisado do mesmo período, já  desazonalizado , 3.27 transforma-se em :

(  y  \
Ft = D  +(l-D)F,_s 0 < D < 1  t=  s + 1 , N

\ z t )

onde, N é o tamanho da série e s  é o período de sazonalidade.

Para se iniciar o cálculo das equações de recorrência 3.21 a 3.23, necessita-se

de estimativas dos valores iniciais dos fatores que são obtidos por:



Z
= T p T 7 —  ' j  =  1,2, ..., s.

E Z
V‘v A í

A previsão para o procedimento multiplicativo utiliza as equações a seguir, 

que levam em consideração o horizonte de previsão, sendo que este influenciará no

fator sazonal estimado Ft , pois considera os múltiplos do período sazonal s. Previsões

dentro do perklo sazonal s:

ZXh) = {Z ,+ h f l )Fl[hs , h = 1, 2, s.

Previsões entre o primeiro e o segundo período sazonal s:

Z t(h) = (Z, + hTt)Ft+h_ls , h = s+1, s+2 , 2s.

Este procedimento de cálculo de previsão, por semelhança, pode ser estendido aos 

demais horizontes.

Ao se obter mais uma observação, a previsão é atualizada por:

f 7  ^ ~
Z , „ = A  + { \ - A ) Z , + ' l \

l A l  X J 

t « = c { z nt- z , ) + ( i - c ) f ,

( z
/*;„=/;  f k .  +(1 ~D)F„ ,S.

\  nl )

t I

f  = 0
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Z M( h - l )  = (ZM + ( h - l ) f M )Ô.+fc-s , h =  1, 2, .... S+1

Z M (h-V) = (ZM + ( Ã - l ) t , ) Ô , +̂  , h =  s+2, 2s+l.

O procedimento é repetido para os demais horizontes de previsão nos intervalos 

subseqüentes dos períodos de sazonalidade.

A escolha adequada dos valores das constantes de alisamento A, C e D, que 

possibilitem o melhor ajustamento do modelo aos dados, é obtido através do cálculo de 

minimização da soma dos erros quadráticos de ajustamento.

Segundo KOEHLER, SNYDER e ORD (2001), a construção do intervalo de 

confiança para o método HVV só é possível através de heurísticas e métodos de 

aproximação devido a dificuldades em se determinar a variância dos erros de previsão. 

Baseados em um modelo de espaço de estado estudado por ORD, KOEHLER e 

SNYDER (1997), denominado OKS, desenvolveram variações em busca de novas 

formas de se obter as variâncias dos erros de previsão que melhor possam ser 

aplicadas, para calcular o intervalo de confiança.

Na construção do intervalo de confiança para o modelo HW deste trabalho, 

seguindo recomendação dos autores KOEHLER, SNYDER e ORD (2001), utilizou-se 

o modelo indicado para implementações onde não se deseja, ou não se tem condições, 

de realizar procedimentos de identificação na escolha das variações do método 

proposto.

O método proposto por KOEHLER, SNYDER e ORD (2001) pode ser 

determinado pelo modelo:

- equação da observação,

Z, = (ZM + T , J F ^  + (Z M +TM)FMe„

A previsão propriamente dita, é obtida por:



120

- equações de transição,

Z t = Z t_x +TtA + A(Zt_] +Tt_x)s t ,

r t = r M + c ( z M + r MK ,

F, = F,-, + d f ,-A>

- equação de previsão:

Z,(h) = (Z l + hf,)F,_„

- equações de erro:
e

a) erro relativo, s, = — ------ ----------,
(Z,_í + T^)F,_s

b) erro de previsão,

O intervalo de confiança é dado por:

Previsão ± k-^fvariância do erro de previsão,

z,(h)±kjvIZZZZm,

p { z X h ) - k ^ í ^ < Z Hh<Zt(h) + k^V(hj)=l-a  ,

onde, k é o escore da distribuição de probabilidade do erro de previsão (Jc = 1,96 

quando o erro tem distribuição normal com 95% de nível de confiança).

Para o modelo em questão, a variância do erro de previsão é calculada por:



121

- para h = 1

V(ZM - ( Z,  +T,)Fm_, I I,) = (Z, +Ttf F ^ sc r \

- para 2< h < s

V (Z ^  - (Z, + hT,)FMm |I , ) «[ { A + { h -  1)C)2(Z, +Ttf + . . .

. . . (A + C f ( Z , + ( h - \ ) T tf  + (Z l +hTiy-]F,ll,_!a \

onde,

/, ={Z1,.. . ,Z ,,r0,Z 0,F |_J(y = l,...,s),A,C,Z)}, e 

£r 2 = z ( e, / [ ( z M + r M) ^ _ j ) .

3.3.3 Planejamento e Controle da Produção

O Planejamento e Controle da Produção (PCP) consiste essencialmente em 

um conjunto de funções inter-relacionadas que objetivam comandar o processo 

produtivo e coordená-lo com os demais setores administrativos da empresa. O PCP é 

um sistema de transformação de informações. Ele é alimentado com informações 

sobre: saldo de estoque, vendas previstas, componentes dos produtos finais, processo 

produtivo de cada componente, capacidade produtiva disponível, tempos de 

fabricação, entre outras. O PCP tem a incumbência de transformá-las em ordens de 

fabricação e/ou compras.
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O  P la n o  M e str e  da P r o d u ç ã o  b a s e a d o  n a  e x p e c ta t iv a  d a  d e m a n d a  d e  v e n d a s  

d o s  p r o d u to s  f in a is  e  n o s  r e c u r so s  d is p o n ív e is  a o  lo n g o  d o  te m p o , in d ic a  as  

q u a n tid a d e s  p la n e ja d a s  q u e  d ir ig ir ã o  o s  s is te m a s  d e  g e s tã o  d e ta lh a d a  d e  m a te r ia is  e  

c a p a c id a d e s  (C O R R Ê A ; G lA N E S I ;  C A O N , 2 0 0 0 ) .

N o  M P S , o s  r e g is tr o s  e m  c a d a  fa se  d o  te m p o  (p e r ío d o s )  sã o  u t i l iz a d o s  para o  

p la n e ja m e n to  e  m a n u te n ç ã o  d a  p r o g r a m a ç ã o . A s  q u a n tid a d e s  d e  p r o d u to s  sã o  a lo c a d a s  

a o  lo n g o  d o  te m p o  e m  p e r ío d o s  ig u a is , p o d e n d o  se r  m e n s a is  o u  se m a n a is . O s  r e g is tr o s  

f in a is  d o  M P S  s ã o  u t i l iz a d o s  c o m o  d a d o s  d e  en trad a  (a lim e n ta ç ã o )  para o  M R P .

P or tra ta r-se  d e  u m a  e ta p a  e s tr a te g ic a m e n te  im p o r ta n te  d en tro  da

o r g a n iz a ç ã o  d a  e m p r e sa , o  M P S  d e v e  se r  e la b o r a d o  p o r  p e s s o a s  d e v id a m e n te  

h a b ilita d a s  e  q u e  e s te ja m  b e m  in fo r m a d a s  d a s n e c e s s id a d e s  e  a sp ir a ç õ e s  da em p r e sa ,  

in c lu s iv e  s e n d o  b a se a d a s  e m  in fo r m a ç õ e s  a tu a liz a d a s  d o s  s e to r e s  c o m e r c ia is  e  d e  

m a r k e tin g .

A p ó s  a e la b o r a ç ã o  d o  M P S , o s  d a d o s  g e r a d o s  p o r  e s te  s e r v e m  p ara  a lim e n ta r  

o  s is te m a  M R P  q u e  se r á  r e s p o n s á v e l  p e la  p r o g r a m a ç ã o  d e  e s to q u e s , p e d id o s  d e  

fo r n e c e d o r e s  e  o r d e n s  d e  p r o d u ç ã o .

N a  d e te r m in a ç ã o  d o  M P S  sã o  n e c e s s á r ia s  a s  s e g u in te s  in fo r m a ç õ e s :

- p rev isã o  -  d e m a n d a  p r e v is ta  p a ra  o  p r o d u to  f in a l, p o r  fa s e  d e  te m p o  d o

M P S ;

- p ed id o s  de clien tes  -  q u a n tid a d e s  p ara  a s  q u a is  e x is t e m  p e d id o s  f ir m e s  d e  

c l ie n t e s  e  p e r ío d o  d e  e n tr e g a  a c o r d a d o ;

- M P S  -  q u a n tid a d e  d e  p r o d u to  f in a l a  q u a l a  p r o d u ç ã o  te m  q u e  c o m p le ta r  e m

c e r to  p e r ío d o  d e  te m p o , s e n d o  q u e  d e v e r á  se r  v e r if ic a d o  o  te m p o  d e

p r o d u ç ã o  e /o u  te m p o  d e  r e s su p r im e n ío ;

estoque corren te -  n ív e l  d o  e s to q u e  d o  p r o d u to  a c a b a d o  n o  in íc io  d o

3.3.3.1 Plano Mestre da Produção (MPS)
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No SPEM as previsões para o MPS são obtidas por meio dos métodos 

automáticos de previsão para séries temporais, sendo que podem ser alteradas por um 

especialista (qualitativo). Para se elaborar o planejamento do MPS, adotou-se o quadro 

apresentado a seguir, onde as colunas são os períodos de tempo (p.ex. semanas) e as 

linhas são as informações necessárias ao cálculo (SIPPER; BULFIN, 1997).

primeiro período.

No Quadro 1, as variáveis envolvidas na tabela são:

- Ft -  é a previsão da demanda de vendas para o período t;

- Ot -  são os pedidos de clientes a serem atendidos no período t (pedidos 

firmes);

- It - estoque do produto final ao final do período í;

- MPS ou Qt . que representa a quantidade de produto a ser fabricado para

completar a demanda de vendas no período /;

- ATP -  quantidade disponível para promessa (available to promise),

informação importante ao setor comercial para informar aos clientes, de 

forma mais precisa, as disponibilidades de entregas quando do 

recebimento de novos pedidos.

Na definição do MPS, a lógica de cálculo utilizada para verificação da
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A definição do valor x, depende da opção estratégica da empresa, podendo

ser definido um lote fixo de produção ou produção de somente o necessário (lote a 

lote). Eseg representa o estoque de segurança, ou estoque mínimo a ser mantido, de 

produtos finais. Assumirá o valor zero quando não for desejado. No estudo 

considerou-se a determinação e evolução do estoque de segurança através de uma 

abordagem evolutiva, ou seja, uma quantidade baseada, inicialmente, em um valor 

conservador e no decorrer do tempo é revista em função do comportamento e 

experiência adquirida. Para maiores detalhes sobre a determinação do estoque de 

segurança, ver SIPPER e BULFIN (1997, cap. 6), CORRÊA, GIANESI e CAON 

(2000, cap. 2) e ARNOLD (1999, cap. 11).

Quando 3.28 sinalizar a necessidade de fabricação da quantidade Q de 

produtos, e que devem estar disponíveis no perído t, o valor a ser considerado como 

estoque ao final do período /, deverá obedecer à equação de balanço de material:

O cálculo do valor ATP é obtido pela diferença entre a quantidade a ser 

produzida em um determinado período e a quantidade cumulativa dos pedidos firmes 

entre os períodos em que Qt >0.

(3.29)

n—l
ATP = Q , - X O ,  , (3.30)

necessidade de produção do item final é (SIPPER; BULFIN, 1997):

I t = max{0, / M} -  max{Ft ,Ot}~  Eseg , onde (3.28)

ÍO, seL  > 0
Q ( = \[x produtos, caso contráno.
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onde n será o próximo período onde será necessária a produção de outras Q unidades 

de produtos. A quantidade a ser produzida Qt, pode seguir duas formas de controle no 

SPEM:

- lote fixo de produção, onde se considera que para produzir um determinado 

produto final, somente será vantajoso ou viável caso seja em tamanho de 

lote específico;

- lote a lote -  nesta forma de produção, somente são produzidas em cada 

período as quantidades exatamente iguais à demanda esperada para o 

atendimento dos pedidos.

O presente estudo considera a periodicidade do sistema como sendo semanal, 

bem como admitiu-se como viáveis os níveis de produção previstos e propostos pelo 

MPS, uma vez que a análise de capacidade de fabricação não fez parte da proposta 

deste trabalho.

O estudo de caso ficou restrito ao levantamento do comportamento de um 

único produto, sendo que nos dados do MPS deverão estar implícitas as possíveis 

influências de uma linha de produção em outra, caso exista mais de um produto que 

utilize os mesmos recursos.

O horizonte de planejamento do MPS deve cobrir um período, pelo menos, 

igual ao tempo exigido para realizar o plano completo de produção do produto, isto é, 

deve abranger o valor cumulativo dos tempos de produção e/ou ressuprimento (lead 

times) do caminho (ramificação do produto) mais longo. E o ciclo completo da 

fabricação do produto, desde a obtenção do primeiro insumo necessário até a 

disponibilidade para a entrega. No caso em estudo, considerou-se como horizonte de 

planejamento 12 semanas (períodos).

Os valores das previsões dos períodos semanais foram obtidos através das 

previsões dos métodos automáticos para séries temporais, baseados em dados
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h is tó r ic o s  d e  p r o d u ç ã o  m e n s a l. E sta s  p r e v is õ e s  m e n s a is  sã o  c o n v e r t id a s  e m  se m a n a is  

p e la  m é d ia  p o n d e r a d a  d o s  d ia s  tr a b a lh a d o s  n a  se m a n a . P ara o s  p e d id o s  f ir m e s  (p e d id o s  

c o n f ir m a d o s ) ,  u t i l iz o u - s e  d e  d a d o s  g e r a d o s  p e lo  s im u la d o r , a lé m  d o  p e r ío d o  u t i l iz a d o  

para  h is tó r ic o  d a  d e m a n d a . O  n ív e l  d o  e s to q u e  in ic ia l  f o i  a rb itrad o .

3 .3 .3 .2  P la n e ja m e n to  d o s  R e q u is ito s  d e  M a te r ia is  (M R P )

O  p r in c ip a l o b je t iv o  d o  s is te m a  M R P  é o  d e  g era r  a s  n e c e s s id a d e s  d e  

c o m p o n e n te s  e  m a té r ia s -p r im a s  n o s  d ife r e n te s  p e r ío d o s  d e  te m p o , d u ra n te  um  

p r o c e s s o  d e  fa b r ic a ç ã o  e  m o n ta g e m  (S 1 P P E R ; B U L F I N , 1 9 9 7 ) . P ara a p r o g r a m a ç ã o  d o  

M R P  fo ra m  n e c e s s á r ia s  as in fo r m a ç õ e s :

- Program a M esíre  da  P rodução  (M P S )  -  d e  g ra n d e  im p o r tâ n c ia , p o is  

in fo r m a  a o  M R P  a  q u a n tid a d e  d e  p r o d u to s  f in a is  q u e  d e v e r ã o  e s ta r  p ro n to s  

a o  fin a l d e  c a d a  p e r ío d o ;  c o m  e s ta  b a se , se r ã o  v e r if ic a d a s  e  c a lc u la d a s  as  

n e c e s s id a d e s  d e  c o m p o n e n te s  in d iv id u a is  d en tro  d a  estru tu ra  d o  p ro d u to ;

- reg istro  dos níveis de estoques -  in fo r m a ç ã o  d a s  q u a n tid a d e s  d e  to d o s  o s  

ite n s  em  e s to q u e , s e n d o  q u e  d e v e r ã o  se r  m a n tid o s  a tu a liz a d o s  to d o s  o s  

r e g is tr o s  d u ra n te  to d a s  a s  tr a n sa ç õ e s  (r e c e b im e n to , tr a n sfe r ê n c ia s  e  

re tira d a s);

- lista  de m ateria l e estrutura do  produ to  ~ B ill o f  M aterials  (B O M ) o u  lis ta  

d e  m a ter ia l in d e n ta d a ; a e stru tu ra  d o  p r o d u to  é  um  d ia g ra m a  q u e  m o str a  a 

s e q ü ê n c ia  e m  q u e  a  m a té r ia -p r im a , c o m p o n e n te s  a  s e r e m  c o m p r a d o s  e  

su b m o n ta g e n s  s ã o  m a n u fa tu r a d a s , in te r lig a d a s  e  m o n ta d a s  n a  fo r m a  d o  

p r o d u to  f in a l;  a  l is ta  d e  m a te r ia l in fo r m a  to d o s  o s  m a te r ia is  n e c e s s á r io s  d e  

fo r m a  e s c a lo n a d a  p o r  n ív e l  d a  estru tu ra  d o  p ro d u to ; c a d a  e le m e n to  d a  

estru tu ra  d o  p r o d u to  é  n u m e r a d o  e  é  a p r e se n ta d a  a q u a n tid a d e  req u er id a  na
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composição de cada produto final; na estrutura do produto é possível a 

representação dos tempos de obtenção de cada material {lead times) em cada 

nível.

Na elaboração da hierarquia da estrutura do produto, é costume referir-se às 

relações entre cada elemento como uma relação entre “pais” e “filhos” . O item acima 

da estrutura é chamado de item “pai” e o produto a ele relacionado abaixo na cadeia, 

como “filho” . Os extremos, como o produto final, que está no topo, possui somente 

itens “filhos”, e as matérias-primas, por estarem no início do processo, parte mais 

inferior da estrutura, só possuem itens “pais” . As principais saídas do MRP são as 

ordens planejas de lançamentos:

- ordens de compras -  informa as quantidades de matérias-primas e itens a 

serem adquiridos, bem como, o tempo que deverão estar disponíveis; a 

emissão destas ordens deverão considerar os lead times de suprimento;

- ordens de produção -  são quantidades de partes manufaturadas e itens de 

submontagens e o tempo de que deverão estar disponíveis, bem como, 

deverão ser considerados os lead times de produção.

SIPPER e BULFIN (1997) citam que a essência do MRP é transformar 

entradas em saídas. A saída do processo consiste em calcular as necessidades líquidas, 

sendo estas a base para as ordens de compra e produção. A transformação de entradas 

em saídas é realizada de forma sistemática utilizando as etapas:

- processo de explosão -  o produto final é explodido em seus componentes; 

com os dados do MPS e da lista de material (BOM), pode ser calculado para 

cada item “pai” a quantidade de itens “filho” que serão necessários, 

obtendo-se informações das “necessidades brutas” para cada elemento da
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estrutura do produto;

- processo de construção de rede -  neste processo, as necessidades brutas são 

relacionadas com o estoque disponível e as quantidades que já  foram 

emitidas para ordens de compra ou de produção gerando as necessidades 

líquidas a serem complementadas em cada período; a cada nível da estrutura 

do produto, a necessidade bruta é ramificada antes de se explodir em 

requisitos de um nível mais abaixo; caso não se tenha estoque disponível e 

nem quantidades encomendadas, a necessidade líquida é igual à necessidade 

bruta; o processo de construção de rede inicia na primeira semana, a qual 

deve obedecer à equação:

NLt = NBt -  (£Pm + RPt) + Eseg , (3.31)

onde,

NLt -  necessidade líquida que será solicitada no período t;

NBt-  necessidade bruta que será retirada durante o período /;

EPt_! -  estoque projetado para o final do período t-1;

RPt -  recebimentos programados para o início do período t;

Eseg -  estoque de segurança previsto para ser mantido ao final do período t, 

podendo ser adotado ou não, dependendo da política da empresa.;

Obs.: NLt negativo significa que não existe necessidade líquida no início 

do período t, e este valor eqüivalerá ao estoque ao final do período t.

- compensação - é a determinação de quando deve ocorrer a emissão do 

pedido, de forma a se obter a necessidade líquida calculada, no período 

correto; a emissão do pedido deve ser ajustada pelos tempos de entrega do 

fornecedor (compras) ou de produção (item de produção interna);

Obs.: Considerou-se, para a emissão das ordens de fabricação e compras, 

os tempos como sendo informados pelos responsáveis pela produção, não
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cabendo a este trabalho a verificação ou proposta de alteração dos 

mesmos.

- tamanho de lote -  é a determinação de qual será o tamanho do lote a ser 

produzido ou comprado; esta determinação depende da política de produção 

interna da empresa, de restrições impostas por fornecedores, problemas de 

fabricação e preparação de máquinas e também minimização de custos, 

podendo ser do tipo “lote a lote”, em que somente será produzida a 

quantidade estritamente necessária, “lote mínimo”, onde indica uma 

quantidade mínima a ser produzida, “lotes múltiplos”, cuja quantidade está 

vinculada a um múltiplo de um valor pré-determinado.

Obs.: Neste trabalho, não faz parte do estudo a determinação dos 

tamanhos mais apropriados de lotes. Admitiu-se que o responsável pela 

implementação do sistema MRP já  possui tais informações em função de 

controles já  em andamento. Para maiores informações sobre os tamanhos 

de lotes, inclusive a determinação do “lote econômico” ver SIPPER e 

BULFIN (1997, cap. 6), CORRÊA, GIANESI e CAON (2000, cap. 2) e 

ARNOLD (1999, cap. 10 e 11).

3.3.3.2.1 Registro do MRP

Para controle e visualização do sistema MRP, foi necessário o chamado 

Registro do MRP, onde no qual, através de uma tabela (Quadro 2), são relacionadas as 

informações e dados de controle.



QUADRO 2 -  REGISTRO DO MRP

A s  in fo r m a ç õ e s  so b r e  as n e c e s s id a d e s  b ru ta s sã o  in ic ia lm e n te  p r o v e n ie n te s  

d o  M P S , c u ja s  q u a n tid a d e s  sã o  a d e q u a d a s  às q u a n tid a d e s  d o s  ite n s  a tra v és  d a  l is ta  d e  

m a te r ia l o n d e  é  v e r if ic a d a  a n e c e s s id a d e  d a  q u a n tid a d e  d e  ca d a  item  “ f i lh o ” para  

c o m p o r  cada ite m  “ p a i” . N o s  n ív e is  p o s te r io r e s , d e  c im a  para b a ix o , a tr a n sm is sã o  d as  

in fo r m a ç õ e s  s ã o  r e la c io n a d a s  en tre  ite n s  “p a is ” e  “ f i lh o s ” .

À s  o r d e n s  d e  c o m p r a s , d e p o is  d e  e fe t iv a m e n te  c o n f ir m a d a s  (fo r m a liz a d a s ) ,  

têm  a s  q u a n tid a d e s  d e v id a m e n te  a g e n d a d a s  e m  fu n ç ã o  d a s  p r o g r a m a ç õ e s  d e  s e u s  

r e c e b im e n to s .

O  e s to q u e  p la n e ja d o  s e g u e  in ic ia lm e n te  a e q u a ç ã o  3 .3 1 ,  o n d e  o s  v a lo r e s  

n e g a t iv o s  d e  N i , ,  s in a liz a m  a q u a n tid a d e  r e m a n e s c e n te  p r e v is ta  em  e s to q u e  para o  item  

e m  q u e s tã o . P o s te r io r m e n te , e m  fu n ç ã o  d a s q u a n tid a d e s  p la n e ja d a s  d e  r e c e b im e n to , o s  

n ív e is  p r o je ta d o s  d e  e s to q u e s  d e v e m  se r  r e v is to s  por:

/:/> =  K)]a +  RPLt +  RPt ~ NBt , ( 3 .3 2 )

o n d e , E P , é o  e s to q u e  p r o je ta d o  p ara  o  fm a l d o  p e r ío d o  /, R P L , c o r r e sp o n d e  a o s  

r e c e b im e n to s  p la n e ja d o s  para  o  in íc io  d o  p e r ío d o  /, R P , a o s  r e c e b im e n to s  p r o g r a m a d o s  

para o  in íc io  d o  p e r ío d o  / e N B ,  a n e c e s s id a d e  bruta q u e  será  retirad a  d u ra n te  o  p e r ío d o

n

C o m  a in fo r m a ç ã o  d e  r e c e b im e n to s  p la n e ja d o s  (o r d e n s  a se r e m  

e m it id a s /fo r m a liz a d a s ) ,  o s  n ív e is  d e  e s to q u e s  p la n e ja d o s  s ã o  r e v is to s  p e la  e q u a ç ã o  

3 .3 2 ,  m a s  a s  n e c e s s id a d e s  líq u id a s  n ã o , p o is  e s ta s , sã o  b a se a d a s  e m  d a d o s  c o n f ir m a d o s

130
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e  n ã o  e m  p la n e ja d o s  (S iP P E R ; B U L F I N , 1 9 9 7 ) . A  s e q ü ê n c ia  d o s  c á lc u lo s  p o d e  ser  

v e r if ic a d a  a tr a v é s  d a  F ig u ra  8.

A s  q u a n tid a d e s  r e fe r e n te s  a o s  r e c e b im e n to s  p la n e ja d o s  s ã o  tr a n sfe r id a s  para  

a p o s iç ã o  d e  r e c e b im e n to s  p r o g r a m a d o s  s o m e n te  a p ó s  a  e f e t iv a ç ã o  d a s  o r d e n s  d e  

c o m p r a  o u  p r o d u ç ã o .

A s  n e c e s s id a d e s  líq u id a s  sã o  o b t id a s  da e q u a ç ã o  3 .3 1  e  n ã o  sã o  a ltera d a s  em  

fu n ç ã o  d a s  a lte r a ç õ e s  d o s  n ív e is  d e  e s to q u e .

E m  um  d e te r m in a d o  p e r ío d o , s e n d o  a p o n ta d a  a n e c e s s id a d e  líq u id a  a ser  

c o m p le m e n ta d a , é  in d ic a d a  p e lo  r e c e b im e n to  p la n e ja d o  a r e p o s iç ã o  d o  ite m , s e n d o  

q u e , a  q u a n tid a d e  d e  r e p o s iç ã o  e s tá  v in c u la d a  a o  ta m a n h o  d o  lo te  d e f in id o  item  a  item  

( lo t e  l íq u id o , m ín im o , m ú lt ip lo  o u  f ix o ) .
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O controle de planejamento de colocação de pedidos indica quando um 

pedido, em função dos tempos de aquisição ou produção, deverá ser emitido para que 

esteja disponível no período sinalizado como recebimento planejado. As quantidades 

dos campos de recebimentos planejados e planejamento de colocação de pedidos 

normalmente é a mesma.

Os estoques são controlados de forma a atender às necessidades planejadas e 

calculadas pelo sistema MRP. Pode-se utilizar no cálculo, a consideração do estoque 

de segurança para não causar transtornos à linha de produção, devido à falta de 

materiais. Isto pode ocorrer principalmente por aumentos inesperados da demanda dos 

produtos finais.

Neste estudo a mesma consideração feita no cálculo do MPS foi também 

seguida para o MRP, ou seja, na determinação dos estoques de segurança considerou- 

se a abordagem evolutiva, onde um valor inicial conservador é alterado posteriormente 

em função do comportamento e experiência adquirida. Para outros detalhes, ver 

SIPPER e BULFIN (1997, cap. 6), CORRÊA, GIANESI e CAON (2000, cap. 2) e 

ARNOLD (1999, cap. 11).

3.3.3.2.2 Lead Time de Fabricação e Compras (ressuprimento)

É o tempo que decorre entre a liberação de uma ordem (de compra ou 

produção) e o momento em que está disponível para utilização.

Na determinação do lead time de produção, deve ser considerado (CORREA; 

GIANESI; CAON , 2000) :

- tempo de emissão do pedido;

- tempo de tramitação do pedido (entre setores);

- tempo de transporte interno dos materiais;



- te m p o  d e  f ila , a g u a r d a n d o  p r o c e s s a m e n to ;

- te m p o  d e  p r e p a r a ç ã o  d e  m á q u in a s  p a ra  a te n d im e n to  à s o lic ita ç ã o ;

- te m p o  d e  p r o c e s s a m e n to ;

- te m p o  n e c e s s á r io  para  in s p e ç õ e s  d e  q u a lid a d e .

O  le a d  tim e  d e v e  se r  o  m a is  p r e c is o  p o s s ív e l ,  p o is , s e  s u b -d im e n s io n a d o ,  

o c o r r e r ã o  fa lta s  d e  m a te r ia is , s e  s u p e r -d im e n s io n a d o , aca rreta rã o  a u m e n to s  n o s  n ív e is  

d o s  e s to q u e s .

P ara c o m p r a  d e  m a te r ia is /p r o d u to s , o  lea d  lime  d e v e  en g lo b a r :

- te m p o  d e  e m is s ã o  d o  p e d id o ;

- te m p o  d e  c o n ta to  e  e n v io  d o  p e d id o  a o  fo r n e c e d o r ;

- te m p o  d e  e n tr e g a  d o  fo r n e c e d o r  (p r o c e s s a m e n to ) ;  

te m p o  d e  tra n sp o r te  d o  fo r n e c e d o r  a té  a fá b r ica ;  

te m p o  d e  r e c e b im e n to , lib e r a ç ã o  e  in s p e ç ã o ;

te m p o  d e  a r m a z e n a g e m  e e n tr e g a  na lin lu i d e  p r o d u ç ã o .

C O R R Ê A , G íA N E S I  e  C A O N  ( 2 0 0 0 )  r e c o m e n d a m  o  a c o m p a n h a m e n to  d o s  

r e a is  p r a z o s  d e  en tr e g a , c o n f ir m a n d o  e /o u  c o r r ig in d o  p o s s ív e is  d is to r ç õ e s  n o  te m p o s  

in fo r m a d o s  a o  M R P .

N e s t e  e s tu d o , c o n s id e r o u - s e  o s  lea d  tim es  in fo r m a d o s  p e la  m e sm a  fo n te  o n d e  

foram  o b t id o s  a l is ta  d e  m a ter ia l ( B O M )  d o  p ro d u to  a n a lis a d o  (C O R R Ê A ; G lA N E S I ;  

C A O N  , 2 0 0 0 ) .

3 .3 .3 .2 .3  A tu a l iz a ç ã o  e  P r o g r e s sã o  d o s  R e g is tr o s

O cálculo do sistema MRP é realizado em um ambiente estático. Para um
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dado MPS, é realizado o processo de explosão e é requerido o cálculo do MRP. 

Entretanto, o sistema MRP opera em um ambiente dinâmico, no qual as previsões são 

alteradas, as estruturas dos produtos são alteradas, ocorrem atrasos em entregas, lead 

times não são cumpridos, estoques são modificados e outras variações. A solução 

estática se toma inválida e o processo necessita ser atualizado, inclusive nas 

progressões do tempo (calendário). SIPPER e BULFIN (1997) sugerem duas formas 

de atualização:

- método de regeneração -  o MRP é inteiramente recalculado, baseado na 

atualização do MPS, atualizando-se entregas, estoques, chegadas de pedidos, 

etc., cada item sendo inteiramente recalculado, exigindo um tempo 

computacional maior;

- método de mudança líquida -  recalcula somente os itens afetados pelas 

mudanças, exigindo um tempo de processamento menor.

Os registros do sistema MRP devem ser atualizados com freqüência pois 

tomam-se obsoletos rapidamente. Para os dados utilizados, considerou-se a atualização 

do MRP através do método de regeneração, uma vez que o tempo computacional não 

se apresentou problemático. Adotou-se, também, a periodicidade semanal, para 

progressão dos dados, ou seja, no início da semana o sistema deve sofrer uma 

progressão do calendário e os registros devem ser atualizados. Caso necessário, 

durante a semana o sistema pode ser recalculado para incorporar alterações ocorridas.

3.3.4 Programação em Ambiente Visual

Baseado nos métodos apresentados anteriormente, foi elaborado um 

programa computacional onde rotinas foram programadas de forma a permitir a
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aplicação da teoria abordada. Este programa foi denominado Sistema de Planejamento 

Estratégico de Materiais (SPEM).

A opção pela linguagem visual foi devido à melhor interface com os 

usuários, permitindo um melhor entendimento e acesso aos cálculos e resultados. O 

programa foi elaborado em linguagem Visual Basic e não apresentou limitações de 

tempos computacionais significativos, nem mesmo de capacidade de armazenamento 

de dados. As principais telas, relacionadas no Anexo 1, são responsáveis por:

- tela Inicial, inicialização do programa;

- tela Opções de Históricos, possibilita a escolha do produto a ser estudado;

- tela Principal, gerenciamento e acesso às informações e demais telas, 

permitindo acesso à consulta e edição do dados históricos da demanda de 

vendas na tela Histórico de Vendas, permite acesso a tela M.Automáticos e 

demais telas do SPEM;

- tela Previsão da Demanda, realiza o cálculo da previsão da demanda para os 

períodos solicitados, escolhendo o melhor modelo de previsão, informa o 

intervalo de confiança estimado, calcula a demanda media diária;

- tela Planejamento Mestre da Produção (MPS), possibilita o cálculo e 

controle do MPS, permite a progressão semanal;

- tela Lista de Itens (BOM), cadastro e edição da lista de itens com respectivos 

dados, como: descrição, lotes, quantidades, relações entre itens “pais” e 

“filhos”;

- tela Planejamento dos Requisitos de Materiais (MRP), explosão do sistema, 

cálculo do sistema MRP e geração de eventos a serem providenciados na 

semana 1, atual;

- tela Registro de Estoques, controle, edição e atualização dos níveis de 

estoques;

- tela Eventos Gerados, acesso aos eventos gerados pelo cálculo do MRP, e



q u e  d e v e m  se r  p r o v id e n c ia d o s , p r o d u z id o s  o u  c o m p r a d o s , p e r m itin d o  

ta m b é m , a c e s s o  a o s  d a d o s  h is tó r ic o s  d o s  e v e n to s  p a s s a d o s  para  

a c o m p a n h a m e n to s ;

- te la  R ela tórios, p e r m ite  a im p r e s s ã o  d e  r e la tó r io s , ta is  c o m o , e v e n to s  da  

s e m a n a , h is tó r ic o  da d e m a n d a  d e  v e n d a s  e  s itu a ç ã o  d o s  e s to q u e s ;

- te la  Configurações, r eg istra  a s  c o n f ig u r a ç õ e s  d o  p ro g ra m a  c o m o :  

p e r io d ic id a d e  d o s  d a d o s  h is tó r ic o s , d a ta  d o  p r im e iro  d ia  d a  se m a n a  1 e  

a c e s s a  o  c a le n d á r io ;

- te la  Sim ulador, p e r m ite  a s im u la ç ã o  d e  sé r ie s  te m p o r a is , c o n fo r m e  v is to  n o  

item  3 .3 .1 ;

- te la  C alendário , r e g is tr o  d o s  d ia s  tra b a lh a d o s;

- te la  M  A utom áticos, p o s s ib il i ta  a c e s s o  e  v e r if ic a ç ã o  d o s  p a râ m etro s  d e  

c á lc u lo  d o s  m é to d o s  d e  p r e v is ã o  d e  s é r ie s  te m p o r a is  u t il iz a d o s .

O s  f lu x o g r a m a s  d a s  fa s e s  d o  p r o c e s s a m e n to  d o  S P  E M  e s tã o  n a s  F ig u ra s  d e  9  a 11.



137

FIGURA 9 -  FLUXOGRAMA DO SISTEMA DE PREVISÃO - PROGRAMA SPEM
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FIGURA 10 -  FLUXOGRAMA DO SISTEMA MPS - PROGRAMA SPEM
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FIGURA 11 -  FLUXOGRAMA DO SISTEMA MRP - PROGRAMA SPEM

3.4 VERIFICAÇÃO DO SISTEMA DE PREVISÃO

Com o intuito de testar o desempenho do módulo de previsão do SPEM, 

utilizou-se as séries temporais apresentadas como exemplos por MORETTIN e TOLOI 

(1981). Nos procedimentos desenvolvidos, comparou-se o desempenho entre o módulo 

programado, o programa comercial STATGRAPHICS e os valores encontrados por 

MORETTIN e TOLOI (1981). Cada um dos modelos AES, AELB e HW, foram
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c o m p a r a d o s  a tr a v é s  d o  c á lc u lo  d o  R M S E  (r a iz  q u a d ra d a  d o  erro q u a d r á tic o  m é d io ) ,  

M A E  (erro  m é d io  a b s o lu to ) ,  M A  PE  (erro  p e r c e n tu a l a b s o lu to  m é d io )  e  p o d e m  ser  

v is to s  n o s  Q u a d r o s  d e  3 a 12. F oram  e lim in a d a s  a s  ú lt im a s  d o z e  o b s e r v a ç õ e s ,  d e  c a d a  

sé r ie  o r ig in a l ( fa c i l id a d e  j á  p ro g r a m a d a ), e  r e a liz a d a s  q u atro  p r e v is õ e s  (p r e v is õ e s  a 

cu r to  p r a z o ) .

N a s  ta b e la s , a s  c o lu n a s  in ic ia d a s  p o r  S G S , in d ic a m  d a d o s  o b t id o s  d o  

p ro g ra m a  S T A T G R A P H I C S , a s  in ic ia d a s  p o r  M & T , M O R E T T IN  e  T O L O I ( 1 9 8 1 ) .  

A s  c o lu n a s  A  E S , A E L Í3 e  H W , fo r a m  o s  d a d o s  o b t id o s  p e lo  m ó d u lo  d e  p r e v isã o  d o

S P  E M .

N o s  Q u a d r o s  8 a 10 , n ã o  fo ra m  a p r e se n ta d o s  o s  d a d o s  r e fe r e n te s  a o  m o d e lo  

M & T  H W , u m a v e z  q u e  M O R E T T IN  e  T O L O I ( 1 9 8 1 )  u tiliz a r a m , para e s ta s  s é r ie s , o  

m o d e lo  d e  A lis a m e n to  E x p o n e n c ia l  R ip a r a m é tr íc o  d e  H o í t .
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Examinando-se os Quadros de 3 a 12, notou-se o desempenho satisfatório 

dos modelos de previsão programados para o SPEM, uma vez que os valores dos erros 

RMSE, MAE e MAPE, entre ajustes de mesmos modelos, ficaram próximos. Como as 

séries possuem comportamentos distintos, em alguns casos uns modelos se 

sobressaíram aos demais. Conforme a característica do comportamento das 

observações, um modelo se ajustou melhor aos dados. No Quadro 13, é visto um 

resumo, por série, indicando qual modelo foi melhor ajustado utilizando o critério 

MAPE.
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3 .5  A P L I C A Ç Ã O  IX )  S I S T E M A  D E  P L A N E J A M E N T O  E S T R A T É G IC O  D E

M A T E R IA IS

O  S is te m a  d e  P la n e ja m e n to  E s tr a té g ic o  d e  M a te r ia is  fo i a p lic a d o  à p r o d u ç ã o  

d e  um  p r o d u to  d e n o m in a d o  L a p ise ira . O s  d a d o s  o b t id o s  so b r e  e s te  p ro d u to  c o m p õ e m  a 

b a se  d e  in fo r m a ç õ e s  n e c e s s á r ia s  a o  p la n e ja m e n to  da p r o d u ç ã o . Á  a p lic a ç ã o  d o  S P E M , 

n e c e s s i to u  da g e r a ç ã o  d e  um  h is tó r ic o  da d e m a n d a  ( s é r ie  te m p o r a l)  d e  um  p ro d u to . 

Para tal, u t i l iz o u - s e  c o m o  p a d rã o  d e  c o m p o r ta m e n to  da d e m a n d a , o s  d a d o s  

d is p o n ib i l iz a d o s  p or M A K R I D A K I S  e  l I1B O N  ( 2 0 0 0 ) ,  u m a sé r ie  tem p o ra l u tiliz a d a  na 

M 3~( 'ompelition.  O s  d a d o s , o b t id o s  d o  e n d e r e ç o  < w w w .in s e a d .fr /fa c t i lty r e s e a r c h /  

fo r e c a s t in g > , s ã o  r e fe r e n te s  à P r o d u ç ã o  In d u str ia l, B o rra ch a  e  d e  P lá s t ic o , d e s ig n a d a  

c o m  o  n ú m e r o  N 2 2 9 7 - M A 0 8 8 ,  c o m  p e r io d ic id a d e  m e n sa l.

U t i l iz a n d o  o  s o f tw a r e  S T A T G R A P H I C S , a ju s to u -s c  o  m o d e lo  A  RI M A  q u e  

m e lh o r  se  a d e q u o u  a o s  d a d o s , le v a n d o  em  c o n s id e r a ç ã o  o  c o m p a r a t iv o  d o s  v a lo r e s  d e  

R M S E , M A E  e M A P E . F oram  a p lic a d o s , ta m b ém , o s  te s te s  d o s  r e s íd u o s  d is p o n ív e is  

n o  p ro g ra m a , e  o  m o d e lo  e s c o lh id o  a te n d e u  a to d o s  ( te s te  p ara  e x c e s s iv a s  o c o r r ê n c ia s  

a c im a  e  a b a ix o  d e  z e r o , te s te  p ara  e x c e s s iv a s  o c o r r ê n c ia s  a c im a  e  a b a ix o  da m ed ia n a ,  

te s te  d e  B o x -P ie r c e  para c o r r e la ç ã o  d o s  r e s íd u o s , h ip ó te s e  7 / 0 : /?, =  p 2 = . . .  =  p k = 0 ) .  

O  m e lh o r  m o d e lo  a ju sta d o  fo i um  A R I M A  ( 2 ,1 ,0 ) ,  c o m  p arâm etros: =  - 0 ,0 3 0 7  e

http://www.insead.fr/factiltyresearch/%e2%80%a8forecasting
http://www.insead.fr/factiltyresearch/%e2%80%a8forecasting
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= 0,0848, ambos significativos. Com os parâmetros obtidos e usando-se o simulador 

programado, gerou-se uma série com as mesmas características da original. Foi 

necessário gerar 229 valores, para atualizar os dados até uma data atual (jan/02), série 

original jan/83 a fev/94, e gerou-se quatro meses adicionais para serem utilizados na 

progressão estudada com o SPEM (fev/02 a mai/02), totalizando 233 valores gerados 

no simulador.

Na geração da série foram observadas as condições de estacionariedade e 

invertibilidade.

Os valores gerados e transportados para o SPEM, como histórico da 

demanda de vendas do produto Lapiseira, podem ser consultados no Anexo 2.

A lista de itens (BOM -  Bill o f  Materials) do produto Lapiseira está na 

Tabela 1 e demais informações, sobre a fabricação ou aquisição, podem ser 

encontradas na Tabela 2. Na Figura 12, encontra-se representada a estrutura de itens 

do produto estudado.

FIGURA 12 - ESTRUTURA DO PRODUTO LAPISEIRA
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Comparando o último ano dos dados (doze últimas observações), utilizou-se 

as previsões dos modelos programados de previsões de séries temporais. O resultado, 

que pode ser visto no Quadro 14, foi considerado satisfatório. Considerando, como 

parâmetro comparativo o RMSE (o SPEM utiliza o MSE) o modelo melhor ajustado 

foi o AELB. Analisando os demais erros, o AES obteve também um bom desempenho 

na análise dos últimos doze meses. Um MAPE de 1,31% foi também considerado um 

bom indicador de desempenho para o AELB.

QUADRO 14 -  COMPARATIVO DE PREVISÕES DOS ÚLTIMOS 12 MESES -  PRODUTO LAPISEIRA

Considerando todos os valores históricos do produto Lapiseira (duzentos e 

vinte e nove), o melhor modelo ajustado pelo SPEM foi o AELB, segundo o critério 

MSE de ajuste a um passo. Os dados obtidos referentes aos ajustes estão disponíveis 

no Quadro 15.
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V e r if ic a n d o  a s  p r e v is õ e s  r e a liz a d a s  p e lo  S P E M , c o m p a r o u -s e  a s  p r e v is õ e s  

g e r a d a s  p e lo s  três  m o d e lo s  p r o g r a m a d o s , e  u m  m o d e lo  A R 1 M A , a ju sta d o  n o  so ftw a r e  

S T A T G R A P H 1 C S , e m  q u a tro s  v a lo r e s  g e r a d o s  a d ic io n a is  e  r e s e r v a d o s  (o b s e r v a ç õ e s  

2 3 0 ,  2 3 1 ,  2 3 2  e 2 3 3 ) .  A s  p r e v is õ e s ,  a cu rto  p r a z o , fo ra m  r e a liz a d a s  c o m  b a se  n o s  

d a d o s  h is tó r ic o s  e  c a lc u la d o s  o s  erro s q u e  e s tã o  a p r e se n ta d o s  n o  Q u a d ro  16.

N a  p r e v is ã o  d o s  fu tu ro s  v a lo r e s  a  se r e m  a p lic a d o s  a o  S P E M , o  A E L B  

m a n te v e  o  m e lh o r  d e s e m p e n h o .

C o m  a l is ta  d e  ite n s  (B O M ) , T a b e la s  l e  2 , e  o s  d a d o s  h is tó r ic o s , A n e x o  2 ,  

s im u lo u - s e  a p r o g r e s s ã o  d o s  d a d o s , n o  e s tu d o  in ic ia n d o  e m  4 /0 2 /2 0 0 2  ( s e g u n d a -fe ir a ) ,  

d u ra n te  d o z e  s e m a n a s  c o n s e c u t iv a s ,  p e r ío d o  su p e r io r  a o  m a io r  so m a tó r io  d e  le ad  times 

d o  p r o d u to  L a p ise ira .

O s  d a d o s  c o n s id e r a d o s  foram : e s to q u e  in ic ia l ,  c o n fo r m e  T a b e la  2 , ig u a l ao  

e s to q u e  d e  se g u r a n ç a ;  e v e n to s  in ic ia is  e m  a n d a m e n to  para  a s  p r im e ira s  se m a n a s , u m a  

v e z  q u e  se  s u p ô s  o  p r o c e s s o  e m  a n d a m e n to , c o n fo r m e  Q u a d ro  17.

A  s e q ü ê n c ia  a d o ta d a  fo i:  c a lc u la r  p r e v is õ e s  para a se m a n a  (Q u a d r o  18), 

tra n sp o rta r  para o  M P S , a tu a liz a r  p e d id o s  c o n f ir m a d o s  ( 0 (), c a lc u la r  q u a n tid a d e s /lo te s  

d e  fa b r ic a ç ã o  ( Q t)  e b a la n ç o  d e  e s to q u e s  ( l t) ,  c a lc u la r  d is p o n ib i l id a d e  p ara  p r o m e ssa  

(A T P ) . Para e f e i t o  d e  a c o m p a n h a m e n to , a d o to u -s e  o  h o r iz o n te  d e  c e r te z a  (p e d id o s
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confirmados) como sendo de 4 semanas. Com os dados do MPS, no primeiro instante 

realizou-se a explosão dos itens, e cálculo do MRP, gerando os eventos a serem 

cumpridos no início da semana corrente. Tomando-se as providências informadas pelo 

programa, os registros foram atualizados passando de Emissão de Ordens Planejadas 

para Recebimentos Programados. Tomadas todas as providências e passando-se para a 

semana seguinte, realizou-se a progressão semanal, junto ao MPS, onde os registros 

eram transportados uma semana a frente, e a previsão novamente calculada, repetindo- 

se o processo. Nos Quadros 19 a 42 podem ser acompanhadas as progressões do MPS 

e relações de eventos a serem providenciados a cada semana.
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Para continuidade do estudo, supôs-se que todos os procedimentos 

emergenciais foram atendidos, nos prazos e quantidades necessárias, através de 

agilizações com fornecedores ou outros alternativos, quer através de procedimentos 

especiais de fabricação.

Os níveis do estoque, no início de cada período analisado, podem ser 

visualizados no Quadro 44.

O Gráficos 1 a 8, demostram o comportamento dos itens de estoque ao longo 

dos períodos analisados, bem como a relação com o estoque de segurança.

Os níveis do estoque, no início de cada período, consideram que todos os 

eventos de produção e/ou compras foram atendidos nos prazos acordados, e os casos 

emergenciais foram atendidos nas semanas e quantidades conforme relação do Quadro 

43.

GRÁFICO 1 -  NÍVEIS DO ESTOQUE NO INÍCIO DOS PERÍODOS, ITENS 1, 8 E 15
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No Anexo 3 podem ser visualizados os dados provenientes do SPEM, após o 

cálculo do MRP, do primeiro período (04/02/2002) e do último período (22/04/2002). 

O cálculo é apresentado por item da estrutura do produto Lapiseira.

Uma nova versão do problema foi simulada, acrescentando-se, no cálculo do 

MPS, a opção de se manter estoque de segurança de 200 unidades do produto 

Lapiseira. Este estoque, do produto acabado, visa atender as variações inesperadas da 

demanda não permitindo o atraso ou falta de produtos para clientes. Alterou-se
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ta m b é m  o  e s to q u e  d e  se g u r a n ç a  d o s  ite n s  10 e  11, p a s sa n d o  r e s p e c t iv a m e n te  para 5 0  e  

10 0  u n id a d e s . A s  d e m a is  c o n d iç õ e s  e  d a d o s  d o  e s tu d o  p e r m a n e c e r a m  in a ltera d a s .

C o m  a n o v a  s itu a ç ã o , o s  e v e n to s  g e r a d o s  e  o s  c á lc u lo s  d o  M R P  fo ra m  

a lte r a d o s . N o  Q u a d ro  4 5  p o d e m  se r  v e r if ic a d o s  o s  n ív e is  d o  e s to q u e  e m  c a d a  in íc io  d e  

p e r ío d o . O  M P S  in ic ia l  p o d e  se r  v e r if ic a d o  n o  Q u a d ro  4 6 . O  S P E M  e v id e n c io u  a 

n e c e s s id a d e  d e  s e  to m a r  “ p r o c e d im e n to s  e m e r g e n c ia is ” , em  fu n ç ã o  d e  p o s s ív e is  fa lta s  

d e  m a te r ia is  c a u s a d a s  p e la  v a r ia ç ã o  d a  d e m a n d a . E s te s  p r o c e d im e n to s  e s tã o  l is ta d o s  n o  

Q u a d r o  4 7 .
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QUADRO 47 -  PROCEDIMENTOS EMERGENCIAÍS INFORMADOS PELO SPEM -  SEGUNDA SIMULAÇÃO

Semana do 
Alerta

Item Qtde. a Ser 
Providenciada

Semana a 
ser Disponibilizado

Fornecedor

25/Fev 17 200 25/Fev compras

04/Mar 13 200 04/Mar produção
16 200 04/Mar compras
17 200 04/Mar compras

08/Abr 13 200 08/Abr produção
16 200 08/Abr compras
17 200 08/Abr compras
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4 R E S U L T A D O S  E  C O N C L U S Ã O

4.1 RESULTADOS

A aplicação do sistema de previsão do SPEM, gerou os valores listados nos 

Quadros de 3 a 12, 14 e 16, e foi possível verificar a eficiência das técnicas adotadas 

com base na análise dos erros RMSE, MAE e MAPE em comparação com as fontes de 

previsões apresentadas. A magnitude dos erros de previsão calculados, possibilitam 

afirmar que o módulo de previsão pode ser utilizado para gerar previsões das 

demandas e consequentemente facilitar a programação e o planejamento do processo 

produtivo. Assim, essas informações podem ser bem utilizadas na tomada de decisões 

estratégicas por parte da empresa.

A aplicação do SPEM diretamente aos dados do produto Lapiseira, 

apresentados no capítulo anterior (3.5), mostra o comportamento do programa, 

elaborando um planejamento de atividades a serem providenciadas (compra ou 

produção) ao longo de uma evolução de 12 semanas, período superior ao maior lead 

time acumulado na estrutura do produto em questão.

Nos Quadros 19 a 42 e 46 foram vistos os dados do MPS e eventos a serem 

realizados a cada semana. No Anexo 3, encontram-se os quadros com os cálculos do 

MRP, por item, da primeira e última semana.

Os problemas de faltas de materiais ou de produção, são relatados nos 

Quadros 43 e 47, os quais são alertados por mensagens, e que visam a realização de 

um procedimento emergencial e que não afetaria o atendimento de pedidos de clientes. 

Tais procedimentos emergenciais visam atendimentos que irão afetar o fornecimento 

em algumas semanas a frente, e que devido ao prazo ainda existente, podem ser 

corrigidos.

A utilização do simulador, reproduzindo o comportamento da série utilizada
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g e r a n d o  d a d o s  h is tó r ic o s  a té  o s  d ia s  a tu a is  para o  p r o d u to  L a p ise ir a , a p r e se n ta d o s  n o  

Á n e x o  2 , fo i  d e  g r a n d e  im p o r tâ n c ia  para a e v o lu ç ã o  d o  p r o c e s s o  d u ra n te  a s  d o z e  

s e m a n a s  d e  a c o m p a n h a m e n to .

O  s is te m a  S P  E M  fo i p ro g r a m a d o  c o m  b a s e  n a  m e lh o r  v is ã o  fu tu ra  p o s s ív e l  

( t é c n ic a s  d e  p r e v is ã o  d e  s é r ie s  te m p o r a is ) , s e n d o  q u e  o u tr o s  d a d o s  d e p e n d e m  d o  

c a d a s lr a m e n to  p o r  p arte  d a  e m p r e sa , c o m o  v a r ia ç õ e s  e  ta m a n h o  d e  lo te s , fo rm a s d e  

a q u is iç ã o , a ju s te  d o s  te m p o s  d e  e n tr e g a  o u  e s ta b e le c im e n to  d e  e s to q u e s  d e  s e g u r a n ç a  

e m  fu n ç ã o  da c o n f ia b i l id a d e  d e  c a d a  ite m  em  r e la ç ã o  às s i tu a ç õ e s  e m  q u e  se  

e n c o n tr a m  (e x . c o n f ia b i l id a d e  d o s  fo r n e c e d o r e s ) .

D iv e r s a s  s i tu a ç õ e s  fo ra m  te s ta d a s  c o m  o  S P  E M , c o m o :  d e m a n d a s  c o m  

v a r ia ç õ e s  in e s p e r a d a s , fa lta  d e  m a te r ia l p o r  a tra so  d o  fo r n e c e d o r , p r o b le m a  d e  

p r o d iiç ã o  g e r a n d o  fa lta  d e  d e te r m in a d o  ite m , p e d id o s  c a n c e la d o s  g e r a n d o  so b r a s  d e  

p r o d u to s  a c a b a d o s  e o u tra s  s i tu a ç õ e s  c a r a c te r ís t ic a s . E m  to d a s  as s itu a ç õ e s ,  o  

p ro g r a m a  a ju s to u -s e , e  q u a n d o  n e c e s s á r io  in fo r m a v a  a fa lta  d e  m a te r ia is  e  s o l ic i ta v a  

p r o c e d im e n to s  e m e r g e n c ia is .  Q u a n d o  da so b r a  d e  p r o d u to s , o s  m e s m o  p e r m a n e c ia m  

e m  e s to q u e  e  as p r o g r a m a ç õ e s  fu tu ra s  eram  r e v is ta s . S o m e n te  q u a n d o  a fa lta  d o  

p r o d u to  a c a b a d o , a lé m  d o  e s to q u e  d e  se g u r a n ç a  m a n tid o , o c o r r ia  n a  se m a n a  e m  c u r so  

o u  11a s u b s e q ü e n te  é  q u e  s e  a p r e se n ta v a  u m  e v e n to  d e  d if íc i l  s o lu ç ã o , g e r a n d o  um  

im p a s s e  p o r  n ã o  s e  ter  te m p o  h á b il p ara  p r o c e d im e n to s  e s p e c ia is .  N e s t a  s itu a ç ã o  n ã o  

s e  d isp u n h a  d e  p r o d u to  a c a b a d o  e m  q u a n tid a d e  s u f ic ie n te  para  a te n d e r  a d e m a n d a  

s o lic ita d a . P o rém , is to  s ó  s e  v e r if ic o u  q u a n d o  s e  a c e ito u  a lg u m  p e d id o  ex tra  

o c a s io n a n d o  u m a  d e m a n d a  m a io r  q u e  a p r e v is ta  o u  m a io r  q u e  o s  p e d id o s  c a d a s tr a d o s  

c o m  a n te c e d ê n c ia , 0 q u e  c a r a c te r iz a  u m a  fa lh a  d e  p la n e ja m e n to  e  n ã o  d o  p ro g ra m a  e m  

si.

N a s  s im u la ç õ e s  d e  s i tu a ç õ e s  p o s s ív e is  d e  o c o r r e re m , v e r i f íc o u - s e  q u e  as  

im p l ic a ç õ e s  d e  r e v e r  q u a n tid a d e s  e  e v e n to s  e m e r g e n c ia is , n o  c a s o  d e  a lte r a ç õ e s  da  

d e m a n d a  d a  se m a n a  c o r r e n te  e  s u b s e q ü e n te s , e s tá  r e la c io n a d a  a o  lecid time  a c u m u la d o  

d a  estru tu ra  d o  p r o d u to . A n te s  d e  a c e ita r  n o v o s  p e d id o s , e m  u m  h o r iz o n te  cu rto , d e v e -
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se verificar a disponibilidade de materiais e a capacidade produtiva.

Percebeu-se que em ambientes onde a demanda variava muito, houve a 

necessidade de criar e até mesmo aumentar o estoque de segurança do produto final e 

dos itens componentes para evitar a falta de materiais (procedimentos emergenciais).

4.2 CONCLUSÃO

O desempenho dos métodos automáticos de previsão de séries temporais 

atendeu a expectativa gerando resultados bons e confiáveis, obtendo colocação 

semelhante e até superior aos métodos mais complexos.

O SPEM demonstrou ser uma boa ferramenta para planejamento, simulação 

e programação da produção, baseados em técnicas científicas e não simplesmente em 

sentimentos ou experiências. Apesar do estudo ser baseado em uma situação simulada, 

demonstrou ser capaz de gerenciar um processo real.

A flexibilidade do SPEM permite uma aplicação dinâmica onde, em um 

processo real, continuamente necessita-se de ajustes. Eventos inesperados, problemas 

com fornecedores, quebras de máquinas, pedidos de última hora, mudança de 

estratégia de vendas e marketing e etc., devem ser informados e atualizados no sistema 

via MPS ou reprogramação de datas de eventos.

A responsabilidade por algumas decisões citadas neste trabalho, como 

estratégias de vendas, realização de previsões da demanda de produtos, planejamentos 

a longo prazo e outras, varia de empresa para empresa. Cada uma adota um modelo de 

gerenciamento comercial e da produção, bem como possui sua própria organização de 

setores. Normalmente são adequados ao modelo de administração ou ramo de atuação 

da empresa, sendo que atualmente a estruturas são revistas periodicamente visando 

maior agilidade perante o mercado.

Pôde-se notar a rígida relação entre necessidades (eventos) com prazos e
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d a ta s a se r e m  c u m p r id a s , su g e r i fid o  q u e  o s  s e to r e s  d e  p r o d u ç ã o  se ja m  a tu a n te s  110 

s e n t id o  d e  a te n d e r  p r a z o s  e  q u a n tid a d e s  s o lic i ta d a s , e  q u e  fo r n e c e d o r e s  se ja m  

r e a lm e n te  c o n f iá v e is ,  p a r c e ir o s  d e  n e g ó c io s .  E s te s  d o is  a g e n te s  s ã o  o s  p r in c ip a is  

in f lu e n c ia d o r e s  d a  c o n f ia b i l id a d e  d o  s is te m a  M R P .

V a r ia ç õ e s  d a  d e m a n d a  d e 1 p r o d u to s  a c a b a d o s , a c im a  da q u a n tid a d e  j á  

c o n s id e r a d a  n o  c á lc u lo  d o  M R P , p o d e m  c a u sa r  a fa lta  d e  p r o d u to s  para  a te n d e r  

s o l ic i t a ç õ e s  d e  c l ie n te s .  C a b e  à  e m p r e sa , e m  su a  e s tr a té g ia  d e  v e n d a s  e  m a rk e tin g  

d e c id ir  s e  d e v e  a te n d e r  a n o v o s  p e d id o s , o u  q u al d o s  p e d id o s  n ã o  se r ã o  a te n d id o s  n o s  

p r a z o s  a c o r d a d o s . S e n d o  d o  in te r e s s e  d a  e m p r e sa , p o d e - s e  a d o ta r  a m a n u te n ç ã o  d e  

e s to q u e  d e  s e g u r a n ç a  d o  p r o d u to  a c a b a d o , o u  m e s m o  a m p liá - lo , su p r in d o  a d e m a n d a  

d o  m e r c a d o  q u e  p o d e  p o s s u ir  v a r ia ç õ e s  a c e n tu a d a s . Is to  v is a  a u m en ta r  o  gra u  d e  

a te n d im e n to  a o s  c l ie n t e s  q u e  e m  m u ito s  m e r c a d o s  é  fa to r  d e te r m in a n te  para a 

s o b r e v iv ê n c ia .

A p e s a r  d a  s im p lic id a d e  d e  o p e r a ç õ e s  d is p o n ib i l iz a d a s  p e lo  s is te m a  

im p le m e n ta d o , m u ita s  e m p r e s a s , p r in c ip a lm e n te  d e  p e q u e n o  e  m é d io  p o r te , c a r e c e m  

d e  u m a  t é c n ic a  m a is  c o n f iá v e l  p ara  a u x ilia r  110 g e r e n c ia m e n to  da p r o d u ç ã o . S is te m a s  

d is p o n ív e is  n o  m e r c a d o , n o r m a lm e n te  p o s s u e m  r e c u r so s  s u p e r io r e s  a o s  p r o g r a m a d o s  

n o  S P E M , p o r é m  o  c u s to  e n v o lv id o  é m u ito  g ra n d e  para  q u e  p e q u e n o s  e  m é d io s  

e m p r e sá r io s  p o s s a m  a d q u ir ir .

N ã o  se  t e v e  a p r e te n sã o  d e  criar  um  p ro g ra m a  p ara  u so  c o m e r c ia l , p o r é m , 110 

e s tá g io  q u e  se  e n c o n tr a  p o d e  se r  u t i l iz a d o  para a u x ilia r  n a s d e c is õ e s  e  s im u la ç ã o  d e  

c o m p o r ta m e n to s  d e  p r o c e s s o s  d e  fa b r ic a ç ã o . O  S P E M  n e c e s s ita  d e  a lg u m a s  

m o d if ic a ç õ e s  para torn ar a su a  u t i l iz a ç ã o  m a is  p rá tica . E n tre e la s , p o d e - s e  c ita r  a  

l im ita ç ã o  d e  p r e e n c h im e n to  d e  c a m p o s , d is p o n ib i l iz a r  u m a  te la  m a is  a m ig á v e l para  

d ig ita ç ã o  d e  d a d o s  e c r ia ç ã o  e  c a d a str o  d e  n o v o s  p r o d u to s .

U m a  v e z  q u e  0 c á lc u lo  d o  S P E M  e s tá  b a s e a d o  e m  in fo r m a ç õ e s , a s  m e s m a s  

d e v e m  se r  m a n tid a s  a tu a liz a d a s . O s  r e g is tr o s  d a  d e m a n d a  d e  v e n d a s , d e  e s to q u e s  e  d e  

d a d o s  d e  p r o d u ç ã o  d e v e m  e sta r  c o r r e to s  a n te s  d e  se r  r e c a lc u la d o  o  s is te m a . U m



166

p r o b le m a  q u e  se  d e v e  le v a r  e m  c o n s id e r a ç ã o , q u a n d o  s e  m ig ra  d e  u m  c o n tr o le  

tr a d ic io n a l p ara  u m  s is te m a  M R P , é  a  m u d a n ç a  d a  cu ltu r a  d o s  fu n c io n á r io s  q u e  n ã o  

p e r c e b e n d o  a im p o r tâ n c ia  d o s  r e g is tr o s , p o d e m  gera r  tr a n sto r n o s  d e  fa lta  o u  a té  

m e s m o  d e  e x c e s s o  d e  p r o d u to s . O  b o m  d e s e m p e n h o  d o  s is te m a  d e p e n d e  d o  

c o m p r o m is s o  d e  t o d o s  o s  fu n c io n á r io s  e n v o lv id o s ,  e m  su a  a tu a liz a ç ã o  c o n s ta n te  e  110 

c u m p r im e n to  d o s  e v e n to s  g e r a d o s .

A  im p la n ta ç ã o  e  in ic ia l iz a ç ã o  d o  s is te m a  M R P  e m  u m a  e m p r e s a  d e p e n d e  d o  

c a d a s tr a m e n to  d o s  p r o d u to s  c o m  to d o s  o s  s e u s  ite n s  c o m p o n e n te s  e  to d a  a su a  

estru tu ra . T o d o s  o s  r e g is tr o s  d e  e s to q u e  b e m  c o m o  to d o s  o s  e v e n to s  já  e m it id o s  e  a 

e m it ir  p ara  a s  p r im e ir a s  s e m a n a s  (c o m p r a s  e  o r d e n s  d e  p r o d u ç ã o ) , q u e  d e v e m  se r  

c a d a s tr a d o s  para q u e  s e  p o s s a  c a lc u la r  o  M R P  p e la  p r im eira  v e z . A lé m  d a s  

d if ic u ld a d e s  o p e r a c io n a is ,  a  n o v a  fo rm a  d e  tra b a lh o  req u er  e s c la r e c im e n to s  e 

tr e in a m e n to  para o s  fu n c io n á r io s  q u e  e s ta r ã o  d ir e ta m e n te  l ig a d o s  a o  s is te m a . S e n d o  

im p la n ta d o s  o s  n o v o s  p r o c e d im e n to s , p o d e m  o c a s io n a r  d e s in fo r m a ç ã o  e tr a n sto r n o s  ao  

p r o c e s s o  d u ra n te  a tr a n s iç ã o .

U m a  g r a n d e  d if ic u ld a d e  n a  e la b o r a ç ã o  d o  e s tu d o  fo i a  fa lta  d e  d a d o s  para  

im p le m e n ta ç ã o  d o  S P  E M  a  u m  c a s o  rea l. E m p r e sa s  c o n ta ta d a s  n ã o  d isp u n h a m  d e  

d a d o s , q u er  p o r  n ã o  terem  s e u s  r e g is tr o s  o r g a n iz a d o s  c o m  in fo r m a ç õ e s  n e c e s s á r ia s  

q u e r  p o r  c o n s id e r á - lo s  e s tr a té g ic o s  e  h e s ita r a m  e m  f o m e c ê - lo s .

S u g e r e -s e  q u e  o  s is te m a  d e  c o n tr o le  d e  m a te r ia is  p o s s a  se r  c o m p le m e n ta d o

c o m :

im p le m e n ta ç ã o  n o  s is te m a  d e  p r e v is ã o  c o m  o  r e c e n te  m o d e lo  Thcía 

Moc/el, A S S 1 M A K O P O U L O S  e  N 1 K O L O P O U L O S  (2 0 0 0 ) ;

- in c o r p o r a ç ã o  d e  r e s tr iç õ e s  d e  c a p a c id a d e  às r o t in a s  d e  c á lc u lo  d o  s is te m a  

M R P ,  v is a n d o  0 s is te m a  M R P  11;

im p le m e n ta ç ã o  d e  le a d  tim es v a r iá v e is  e m  fu n ç ã o  d o  ta m a n h o  d o  lo te  e  

tra ta m en to  e s ta t ís t ic o  le v a n d o  e m  c o n s id e r a ç ã o  o  h is tó r ic o  d o s
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a t e n d i m e n t o s  ( c o m p r a s  d e  f o r n e c e d o r e s  o u  e m  f u n ç ã o  d a  p r o g r a m a ç ã o  d a  
p r o d u ç ã o  p a r a  i t e n s  d e  p r o d u ç ã o ) ,  v e r i f i c a n d o  a  c o n f i a b i l i d a d e  d o  
f o r n e c e d o r  e  d o s  p r a z o s  i n f o r m a d o s  a o  s i s t e m a ;
d i s p o n i b i l i z a ç ã o  d e  m a i s  o p ç õ e s  q u a n t o  a  p e r i o d i c i d a d e  d o s  r e g i s t r o s ,  e  

p o s s i b i l i d a d e  d e  c á l c u l o  d o s  lead times c o m  u n i d a d e s  d i á r i a s ;
-  i n c l u s ã o  d e  c o n t r o l e s  d e  e s t o q u e s ,  a t r a v é s  d e  t é c n i c a s  e s p e c í f i c a s ,  

p r i n c i p a l m e n t e  p a r a  i t e n s  d e  g r a n d e  m o v i m e n t a ç ã o  e  u t i l i z a ç ã o  e m  
d i v e r s o s  p r o d u t o s ;

-  u t i l i z a ç ã o  d e  u m  a l g o r i t m o  n ã o  l i n e a r  p a r a  e s t i m a ç ã o  d e  p a r â m e t r o s  d o s  
m o d e l o s  a u t o m á t i c o s ,  e m  e s p e c i a l  o  H W  q u e  s e  a p r e s e n t o u  c o m o  o  m a i s  
l e n t o  c o m p u t a c i o n a l m e n t e ;
u t i l i z a ç ã o  d o  M é t o d o  B a y e s i a n o ,  c o m o  u m a  a l t e r n a t i v a  110 s i s t e m a  d e  
p r e v i s ã o ,  p o r  p e r m i t i r  a  i n s e r ç ã o  d e  i n f o r m a ç õ e s  i n s t a n t â n e a s  e  
p o s s i b i l i t a r  a  i n t e r f e r ê n c i a  d e  u m  e s p e c i a l i s t a  d e  f o r m a  p o n d e r a d a .
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Mestrado em Métodos Numéricos 

Planejamento Estratégico de Materials

d: UFPR
Elaborado por- Marcelo Gonçalves Trentin

VersionlQ i



ANEXO 1 - Tela Opções de Históricos - SPEM continuação
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Opções de Históricos

Escolha a opção a ser analizada:

Cálculo MRP - produto único

(* Lapiseira 

C  M3 produção 

C  Produto

Cálculo MRP - 02 produtos

C  Lapiseira P2Q5 

r  Lapiseira P207 

C  Gerenciamento de materiais

Acessar Tela Principal:

Entrar

Séries Morettfn e Toloí
C  Série a leite 60 

C  Série B meios de pagamento

r  Série a leite 48

r  Série C IPIB

C  Série D vendas de uma revista 

C  Série E preços de ovos 

C  Série F café

r* Série G consumo de energia elétrica

C  Série HMorettin 24 pg 117
C  Série H-ICVSP-126

C  S érie H M orettin 36 pg117

C  Série I importações do Brasil 

r  Série J feijão

( |imuiador~jj £air
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ANEXO 1 - Tela Principal - SPEM - continuação

Principal H E 3  E3
M-Previsão

ÊES
ÔELB
HW

M-Automáticos

Produto: Lapiseira

O p ç õ e s :

1 Histórico de Veridas

Lista de itens (BOM)

Previsão de demanda

Registro de estoque

MRP

Relatórios Eventos da Gerados

Voltar | Sair



ANEXO 1 - Tela Histórico de Vendas -  SPEM - continuação
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Histórico de Vendas — - í f l i x
período mes/ano dadol j».

► 1 1/1983 3022.046H riu uu iu  : Lap isuiiu
2 2/1983 3Ü14.889."~
3 3/1983 3115,077

4/1983 3066,9371
5 5/1983 3096.455 7000
G G/1983 3155.9931 6000 -7 7/1983 3185.1921 1

- 6000
8 8/1983 3199.9631 5000 - - 5000
9 9/1983 3218.462 í /

» 10/1983 3309.8411 4000 - - 4000
11 11/1983 3355,39 valores
12 12/1983 3317.639 3000 - __ J- 3000
13 1/1984 3350.78} i
14 2/1984 3406.813} 2000 -r - 2000
15 3/1984 3484.185}
1G 4/1984 3465.971} 1000 - i - 1000

— ___ g
18
19

5/19S4 
6/1984 
7/1984

3543,626}
3673,506;
3583,833

Adicionar I 0 - - 0
—

Deletar
twipo

20 8/1984 3510.483
21 9/1984 3571.364]

Refresh22 10/1984 3589,699
23 11/1984 3589,242 :

Atualizar. 24 12/1984 3681.122!
25 1/1985 3657,111!
26 2/1985 3579,383;
27 3/1985 3538,376 í
28 4/1985 3451,988];
29 5/1985 3422,046!
30 8/1985 3394.5911
31 7/1985 3361,825] jitatgraphics | Copiar Dados J
32 8/1985 3347,939!
33 9/1985 3309,762] 1 i l
34 10/1985 3303,625

3303,671
Previsão Automáticos Datas Pgríodos L....koltar.... i|

35 11/1985
3G 12/1985 3199,979 i v
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ANEXO 1 - Tela Previsão da Demanda - SPEM - continuação

Previsão de Demanda

Produto: Lapiseira 
Previsões mensais Previsões de estoque —

(* 03 períodos a frente 
04 períodos a frente 

C  Definir o período : W ~

Melhor Ajuste: Brown 

Int. Conf. -95% Previsão Int. Conf. +95%
6580 6702,166 6818
6539 6720,106 6901
6607 6738,046 6969

Previsões realizadas:
data prevl prev2 prev3 prev4 prevS prevS prev7 prev8 A.

► 04/02/02 6702,166 6720,106 6738,045
11/02/02 6702,166 6720,106 6738,045
18/02/02 6702,166 6720,106 6738,045
25/02/02 6702,166 6720,106 6738,045
04/03/02 6869,35 6920,869 6972,389
11/03/02 6869,35 6920,869 6972,389
18/03/02 6869,35 6920,869 6972,389
25/03/02n 6869,35 6920,869 6972,389
01/04/02 6993,802 7062,468 7131,135
08/04/02 6993,802 7062,468 7131.135 ............ _ 1 . . ▼

«1j  . ... r ™ _ i C

Dias úteis e dem. med.diária

I £a!cuíar previsões lj 
—vi--y ,m ,;-TT r v— in.-ii-TiinrrfJ

Calcular demandas ssm an aí;
í/oltar
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ANEXO 1 - Tela Planejamento Mestre da Produção (MPS) -  SPEM
continuação

Plano Mestre de Produção (MPS)

Produto: Lapiseira

04/02 11/02 18/02 25/02 04/03 11/03 18/03 25/03 01/04 08/04 15/04 22/04
Parâmetros Val-iniciais semi sem2 sem3 sern4 sem5 sem6 sem7 sem8 sem9 sem10 sem11| sem12|
Ft 1636 1638 1636 1636 1573 1573 1573 1573 1539 1516 1516 1516| 1516
Ot 1654 1654 1654 1654 1573 0 0 0 0 0 0 Oi Oi
lt 106 88 70 52 100 100 100 100 100 100 100 100 100
Qt (MPS) 1600 1636 1636 1636 1621 1573 1573 1573 1539 1516 1516 1516! 1516
ATP 106 88 0 0 108 1573 1573 1573 1539 1516 1516 1516j 1516

* I i r,

Ft • Previsão para a semana t.
Ot • Pedidos firmes para sem. t 
lt - Estoque planejado p/ sem. t 
Qt - Qtde. a sei produzida 
ATP - Disponível para promessa

Forma de produção 

<*■ lote a lote 

C  lote específico

Atualização Demanda 
Semanal

Cálculo lt e Qt

Recalculo de lt's (Qt's

Cálculo do ATP

fiefresh

Progressão
semanal

Voltar



ANEXO 1 - Tela Lista de Itens (BOM) - SPEM continuação
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Lista de Itens (BOM) IHIC3 E3
Produto: Lapiseira

item nível pai descrição unidade compra qtde7produto lead timelsem) qtde requisitada *
► 1 0 -1 lapiseira p207 PÇ LIQ 1 1 LL

2 1 1 coipo externo 207 pç MULT 1 2 100 ~~
3 2 2 plástico ABS pigmen kg MULT 0,01 1 2
4 2 2 corante azul 9 MIN 0,01 2 3
5 1 1 presilha de bolso pç MULT 1 1 100
8 1 1 miolo 207 PÇ LIQ 1 1 LL
7 2 6 borracha PÇ LIQ 1 1 LL
8 3 7 fio de borracha m MIN 0,02 1 5
9 2 6 capa da borracha pç LIQ 1 1 LL

10 3 9 tira 0.1 mm kg MIN 0,002 1 3
11 2 6 miolo interno 207 pç MULT 1 3 100
12 3 11 mola pç MULT 1 1 100
13 3 11 corpo do miolo pç LIQ 1 2 LL
14 4 13 plástico ABS kg MULT 0,007 1 2
15 4 13 corante preto 9 MIN 0,05 2 3
16 3 11 suporte da garra pç MIN 1 2 50
17 3 11 capa da garra pç MIN 1 3 50
18 3 11 garras pç MIN 3 1 50
19 2 6 grafite 0,7 mm un MULT 4 2 500
20 1 1 coipo da ponteira pç LIQ 1 2 LL
21 1 1 guia da ponteira pç MIN 1 1 50
22 1 1 tampa pç LIQ 1 1 LL
23 2 22 tira 0,2 mm kg MIN 0,002 1 3 -w

i l  J > r
Legenda

Compras: LIQ • Lote Líquido 
MIN • Lote Mínimo 
MULT ■ Lote Múltiplo

Qtde. Requisitada: LL • Quantidade exata 
ou tamanho do lote

Aácionar j Qefresh ] Atualizar } Agagar |
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ANEXO 1 - Tela Planejamento do Requisitos de Materiais (MRP) - SPEM
continuação

h, Planejamento dos Requisitos de Mateiiais (MRP)

Produto: Lapiseira
item pai dados corrente semi sem2 sem3 sem4 sem5 serr>6

► 1 -1! Necessidades Bruta; 0 1B36 1636 1636 1621 1573 1573
Recebimentos Progr. 0 1636 1636 0 0 0 0
Estoque Planejado 0 0 0 0 0 0 0
Necessidades Líquic 0 0 0 1636 1621 1573 1573
Recebimentos Plane 0 0 0 1636 1621 1573 1573
Emissão de Ordens F 0 0 1636 1621 1573 1573 1573

2 1 Necessidades Bruta; 0 1636 1636 1681 1573 1573 1573
Recebimentos Progr. 0 1700 1600 1700 0 0 0
Estoque Planejado 206 270 234 253 180 207 234
Necessidades Líquic 0 0 0 0 1500 1753 1753
Recebimentos Plane 0 0 0 0 1500 1600 1600
Emissão de Ordens F 0 0 1500 1600 1600 1500 1600

3 2 Necessidades Bruta; 0 17 15 16 16 15 16
Recebimentos Progr. 0 16 16 0 0 o o

r Estoque Planejado 1,8 0.8 1,8 1.8 1.8 2,8 2.8
Necessidades Líquic 0 1 0 16 17,8 16,8 17,8
Recebimentos Plane 0 0 0 16 16 16| 16
Emissão de Ordens F 0 0 16 16 16 16 14

4 2 Necessidades Bruta; 0 17 15 16 16 15 16
Recebimentos Progr. 0 16 16 16 _ ... 0 0 0
Estoque Planejado 1,8 0,8 1,8 .......... M 1,8 1,8 1,8
Necessidades Líquic 0 1 0 0 .... 1J 16.8 17.8
Recebimentos Plane 0 0 0 0 16 15 16
Emissão de Ordens F 0 0 16 15 16 15 15 T'

I ►r
Gerar/Adicionar Atualizar Eventos Proc. Emergenciais

fíeíresh IVbfcy



ANEXO 1 - Tela Registro de Estoques - SPEM continuação

*  Registro de Estoque
Produto: Lapiseira

item descrição unidade est/atual eseg
► 1 lapiseira p207 pç 0 0

2 corpo externü 207 pç 206 180
3 plástico ABS pigmen kS ...... 1,8 1,8
41 corante azul 9 1,8 1,8
Sípresilha de bolso PÇ 208 180
6 i miolo 207 pç 134 170
7 borracha pç 280 170
8 fio de borracha m 4,48 3,4
9 capa da borracha pç 260 170

10 tira 0.1 mm kg 0,5038997 0,4
11 miolo interno 207 pç 107 100
12 rnola PÇ 60 160
13 corpo do miolo pç 160 160

— 14 plástico ABS kg 2,599998 1-2
15 corante preto 9 8 J
16 suporte da garra pç 160 160
17 capa da garra pç 160 160
18 garras pç 200 500
19 grafite 0,7 mm un 1028 700
20 corpo da ponteira PÇ 134 170
21 guia da ponteira pç 134 170
22 tampa pç 134 170
23 tira 0,2 mm kg 162,414 160

*
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Produto: Lapiseira
número solicitação iteml descrição unidade qtde/pedido fornecedor data/emissão

► 11 lapiseira p207 pç 1827 produzido 25/02/02 18/02/02
2 corpo externo 207 PÇ 1600 produzido 04/03/02 18/02/02
3 plástico ABS pigmen kg 16 comprado 25/02/02 18/02/02
4 corante azul 9 17 comprado 04/03/02 18/02/02
5 presilha de bolso pç 1600 comprado 25/02/02 18/02/02
6 miolo 207 pç 1600 produzido 25/02/02 18/02/02
7 borracha pç 1600 produzido 25/02/02 18/02/02
8 fio de borracha m 33,08 comprado 25/02/02 18/02/02
9 capa da borracha pç 1600 produzido 25/02/02 18/02/02

10 tira 0.1 mm kg 3,308 comprado 25/02/02 18/02/02
11 miolo interno 207 pç 1700 produzido 11/03/02 18/02/02
12 mola PÇ 1600 comprado 25/02/02 18/02/02
13 corpo do miolo pç 1700 produzido 04/03/02 18/02/02
14 plástico ABS kg 12 comprado 25/02/02 18/02/02
15 corante preto g 80 comprado 04/03/02 18/02/02
16 suporte da garra PÇ 1700 comprado 04/03/02 18/02/02
17 capa da garra PÇ 1600 comprado 11/03/02 18/02/02
18 ganas pç 4800 comprado 25/02/02 18/02/02
19 grafite 0,7 mm un 6500 comprado 04/03/02 18/02/02
20 corpo da ponteira pç 1600 comprado 04/03/02 18/02/02
21 guia da ponteira pç 1600 comprado 25/02/02 18/02/02
22 tampa pç 1600 produzido 25/02/02 18/02/02
23 tira 0,2 mm kg 3 comprado 25/02/02 18/02/02
1 lapiseira p2Q7 pç 1600 produzido 04/03/02 25/02/02
2 corpo externo 207 pç 1700 produzido 11/03/02 25/02/02
3 plástico ABS pigmen k̂g 16 comprado 04/03/02 25/02/02
4 corante azul g 16 comprado 11/03/02 25/02/02
5 presilha de bolso pç 1600 comprado 04/03/02 25/02/02
61 miolo 207 pç 1600; produzido 04/03/02 25/02/02

[ Vollat j|
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Pi»ncíp«i
ypis-vnSe

Produto: Lapiseira

O p ç õ e s :

Histórico de Vendas

Previsão de demanda

t* Relatórios PIRES

Voltar Sair
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ANEXO 1 - Tela Simulador - SPEM - continuação

Simulador

Parâmetros:
autoregressívos

fi1: jÕB

fi2.

fi3:

Íi4:

fi5: 

fiS:

médias móveis
letal : Jõ̂ 2

Ieta2: [g~

Ieta3: Jq-

Ieta4: [q-

teta5: | 

tetaB: |g~

Número de observações: j-j00

Número de diferenças: [q~

Variâncía dos resíduos: j-j-

Média da série estacionária (Wt): pf

Média dos resíduos gerados: 
! 2 1 4557908495561E-08

Série Estacionária ,0k!

Série Invertível Ok!

Fac residual: 

j 0.0809554 EEj

Ljung-Box:
J36.72
Box-Pierce:
j29,3054535585

Resíduos correlacionados, gere outra série I

[ Gerar Série j|

Êérie gerada

ííoltar



ANEXO 1 - Tela Calendário -  SPEM continuação

«. Calendário

gerar calendário j

Refresh | 

ètuafear j

data dia úta
01701/01 segunda sim
02701701 terça sim
03701701 quarta sim
04701701 quinta sim
05701701 sexta sim
06701701 sábado não
07701701 domirigo não
087017011segunda sim
03701701 terça sim
10701701 quarta sim
11701701 quinta sim
12701701 sexta sim
13701701 sábado nao
14701701 domingo nao
15701701 segunda sim
16701701 terça sim
17701701 quarta sim
18701701 quinta sim
13701701 sexta sim
20701701 sábado não
21701701 domingo não
22701701 segunda sim
23701701 terça sim
24701701 quarta sim
25701701 quinta sim
26701701 sexta sim
27701701 sábado não
28701701 domingo não
23701701 segunda sim
30701701 terça sim
31701701 quarta sim

4
m ímim ni «inl* íim .

......... . . . A I .
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«i. Métodos Automáicos HEI £3
Série a leite 60

Seleção
Histórico

Últimos 12 valores reais 
149,28 
149,76 
145,27 
142,8 
132,88 
129,91
127.5
134.06 
135,97 
138,43 
144,82 
151,56

Ajuste com todas as observações

AES
alfa ótimo 
|0,9899994

melhor eqm 
159,0880482991536

Brown
alfa ótimo

ÊES

0,7899995

melhor eqm 
|G1,69088680186

A£LB

Holt - Winters
A,C e D ótimos
0.4
0,1
0,1

melhor eqm
28,644158257378

H - W .

Int. Conf. - 95%
AES

Previsão

Previsões Últimos 12 Valores da Série

Int. Conf. +95%
Brown

Int. Conf. - 95% Previsão Int. Conf. +95% Int. Conf
H-Vfirrters

■ 95% Previsão Int. Conf. +95%
136,0568 151,1231 166,1893 143,896763506 159,3761 174,855342205 147,816665079 161,5492 175,2818151447!
129.9224 151,1231 172,3237 143.492273032 167.6717 191.851080239 148,818842733 164,4436 180,0683642979'
125,2012 151,1231 177,0449 145,095564826 175,9673 206,839005485 135.720349067 152,1155 168,5106689985-
121.2162 151,1231 181,0299 147,580029409 184,2629 220.945788461 128.714816483 146.769 164,8232694543'
117,7031 151,1231 184,543 150,568971788 192,5585 234,548063123 121,573081165 141.4295 161.2859886591:
114,5257 151,1231 187,7204 153,882915542 200,8541 247,825336410 113,170142597 134,6733 156,17638450241
111,6029 151,1231 190,6432 157,420471280 209,1497 260,879028231 105,709378057 129,008 152,3066741886.
108,8819 151,1231 193,3643 161,118120101 217,4454 273,772626968 99,9380028689 125,394 150,8500067746!
106,3258 151,1231 195,9203 164,933211016 225,741 286,548753094 99,8383202766 129,1162 158,3940710808:
103,9079 151,1231 198,3382 168,835656306 234,0366 299,237524846 100,795235221 134,7042 168,81312049141
101,608 151,1231 200,6382 172,803400656 242,3322 311,861028054 103,113627871 142,7841 182,4546389504:
99,4102 151,1231 202,8359 176,819730315 250,6278 324.435915435 107,154097629 154.1787 201,2032832104:

Erro de previsão:
|180,952944946184

Erro de previsão: 
j5151,76377448754

Erro de previsão: 
156,147681503522

A E S A ELB m : i í Voltar
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ANEXO 2 - Valores Gerados Via Simulador - Demanda Lapiseira - continua

Período Mes/Ano Demanda Período Mes/Ano Demanda
1 1/1983 3022,046 61 1/1988 3274,872
2 2/1983 3014,889 62 2/1988 3276,765
3 3/1983 3115,077 63 3/1988 3248,107
4 4/1983 3066,937 64 4/1988 3240,379
5 5/1983 3096,455 65 5/1988 3324,032
6 6/1983 3155,993 66 6/1988 3288,522
7 7/1983 3185,192 67 7/1988 3349,76
8 8/1983 3199,963 68 8/1988 3292,692
9 9/1983 3218,462 69 9/1988 3411,038
10 10/1983 3309,841 70 10/1988 3496,902
11 11/1983 3355,39 71 11/1988 3505,049
12 12/1983 3317,639 72 12/1988 3579,973
13 1/1984 3350,78 73 1/1989 3549,309
14 2/1984 3406,813 74 2/1989 3681,772
15 3/1984 3484,185 75 3/1989 3725,811
16 4/1984 3465,971 76 4/1989 3682,903
17 5/1984 3543,626 77 5/1989 3747,408
18 6/1984 3673,506 78 6/1989 3712,449
19 7/1984 3583,833 79 7/1989 3721,566
20 8/1984 3510,483 80 8/1989 3635,655
21 9/1984 3571,364 81 9/1989 3641,081
22 10/1984 3589,699 82 10/1989 3678,038
23 11/1984 3589,242 83 11/1989 3675,437
24 12/1984 3681,122 84 12/1989 3759,606
25 1/1985 3657,111 85 1/1990 3872,209
26 2/1985 3579,383 86 2/1990 3836,054
27 3/1985 3538,376 87 3/1990 3951,678
28 4/1985 3451,988 88 4/1990 3973,29
29 5/1985 3422,046 89 5/1990 3952,83
30 6/1985 3394,591 90 6/1990 3953,455
31 7/1985 3361,825 91 7/1990 3965,739
32 8/1985 3347,939 92 8/1990 3989,135
33 9/1985 3309,762 93 9/1990 3957,697
34 10/1985 3303,625 94 10/1990 3876,247
35 11/1985 3303,671 95 11/1990 3867,267
36 12/1985 3199,979 96 12/1990 3921,088
37 1/1986 3160,406 97 1/1991 3909,095
38 2/1986 3063,608 98 2/1991 3930,128
39 3/1986 3123,369 99 3/1991 4014,296
40 4/1986 3102,701 100 4/1991 4028,029
41 5/1986 3103,035 101 5/1991 3929,86
42 6/1986 3067,676 102 6/1991 3890,627
43 7/1986 3026,093 103 7/1991 3879,059
44 8/1986 3064,37 104 8/1991 3929,462
45 9/1986 3025,549 105 9/1991 3895,536
46 10/1986 3045,206 106 10/1991 3884,448
47 11/1986 3025,129 107 11/1991 3945,577
48 12/1986 3032,147 108 12/1991 3909,265
49 1/1987 3058,393 109 1/1992 3879,714
50 2/1987 2972,351 110 2/1992 3901,343
51 3/1987 2977,21 111 3/1992 3942,242
52 4/1987 2970,923 112 4/1992 3884,287
53 5/1987 2991,353 113 5/1992 3913,005
54 6/1987 3096,538 114 6/1992 4062,906
55 7/1987 3155,159 115 7/1992 4044,844
56 8/1987 3226,93 116 8/1992 4090,785
57 9/1987 3202,943 117 9/1992 4111,458
58 10/1987 3156,652 118 10/1992 4146,075
59 11/1987 3242,549 119 11/1992 4155,538
60 12/1987 3281,432 120 12/1992 4218,167



ANEXO 2 - Valores Gerados Via Simulador - Demanda Lapiseira 
continuação

Período Mes/Ano Demanda Período Mes/Ano Demanda
121 1/1993 4283,143 181 1/1998 5900,199
122 2/1993 4240,899 182 2/1998 5942,802
123 3/1993 4298,526 183 3/1998 5995,943
124 4/1993 4256,97 184 4/1998 5901,669
125 5/1993 4379,494 185 5/1998 6117,708
126 6/1993 4355,217 186 6/1998 6107,16
127 7/1993 4461,015 187 7/1998 6233,065
128 8/1993 4502,73 188 8/1998 6120,561
129 9/1993 4507,077 189 9/1998 6168,687
130 10/1993 4481,898 190 10/1998 6198,615
131 11/1993 4555,504 191 11/1998 6223,547
132 12/1993 4565,891 192 12/1998 6156,877
133 1/1994 4613,041 193 1/1999 6121,116
134 2/1994 4639,929 194 2/1999 6155,925
135 3/1994 4648,04 195 3/1999 6144,457
136 4/1994 4678,109 196 4/1999 6130,667
137 5/1994 4735,622 197 5/1999 6056,891
138 6/1994 4777,221 198 6/1999 6143,147
139 7/1994 4725,667 199 7/1999 6111,658
140 8/1994 4831,316 200 8/1999 6206,545
141 9/1994 4842,593 201 9/1999 6281,732
142 10/1994 4889,402 202 10/1999 6204,508
143 11/1994 4986,039 203 11/1999 6209,702
144 12/1994 5039,282 204 12/1999 6199,961
145 1/1995 5162,538 205 1/2000 6196,194
146 2/1995 5326,383 206 2/2000 6220,194
147 3/1995 5333,803 207 3/2000 6251,584
148 4/1995 5298,696 208 4/2000 6313,896
149 5/1995 5398,196 209 5/2000 6355,449
150 6/1995 5379,516 210 6/2000 6374,265
151 7/1995 5441,294 211 7/2000 6396,173
152 8/1995 5474,642 212 8/2000 6456,091
153 9/1995 5521,215 213 9/2000 6400,712
154 10/1995 5601,452 214 10/2000 6476,034
155 11/1995 5644,744 215 11/2000 6473,437
156 12/1995 5594,769 216 12/2000 6468,612
157 1/1996 5546,735 217 1/2001 6525,722
158 2/1996 5580,991 218 2/2001 6469,276
159 3/1996 5630,135 219 3/2001 6488,849
160 4/1996 5686,657 220 4/2001 6452,633
161 5/1996 5710,041 221 5/2001 6495,46
162 6/1996 5744,662 222 6/2001 6528,197
163 7/1996 5691,084 223 7/2001 6529,583
164 8/1996 5633,121 224 8/2001 6593,132
165 9/1996 5632,446 225 9/2001 6628,394
166 10/1996 5621,737 226 10/2001 6635,848
167 11/1996 5533,577 227 11/2001 6671,697
168 12/1996 5519,912 228 12/2001 6656,114
169 1/1997 5444,826 229 1/2002 6682,926
170 2/1997 5589,536
171 3/1997 5623,557 Dados Reservados:
172 4/1997 5645,106
173 5/1997 5679,416 230 2/2002 6867,993
174 6/1997 5728,022 231 3/2002 6946,825
175 7/1997 5744,619 232 4/2002 6918,702
176 8/1997 5708,124
177 9/1997 5697,409
178 10/1997 5693,517
179 11/1997 5828,053
180 12/1997 5901,379
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ANEXO 3 - Cálculo do MRP primeiro e último períodos - continua

Cálculo MRP -  Períoc o 04/02/2
Da dos Cnnenlo Sornl "”50012 som3 sem4 som5 sem8 sem7 setnS sam9 sémtO som11 semi 2

1 0 1717 1717 1717 1704 1600 1600 1600 1600 1531 1531 1531 1531
Rcccbimen(os_ Programados 
Estoque Planejado _ ________

0 1717 1717 0 0 0 0 0 0 0 0 0 0
------ o' 0 0 0 0 0 0 0 0 0 0 0 0
------ 0....... 0 0 1717 1704 1600 1600 1600 1600 1531 1531 1531 1531

Recebimentos Planejados 0 0 0 1717 1704 1600 1600 1600 1600 1531 1531 1531 1531
EmíssBo de Ordens Planejadas 0 0 1717 1704 1600 1600 1600 1600 1531 1531 1531 1531 0

2
XXXXXXXXXXXXXXXX

0 1717
... )m

'1704 1600 ” 1600” ' 1600 Í6ÕÓ ' 1531 " 1531 ” 1531 ” “ 1531 ” Õ
Rocebimonlon Piogiamftdos 
Esloque Planejado 
Necessidades Llguidos_____

' ....0
180" ~ 
0

1700 1700 0 0 0 0 0 0 0 0 0
..... 263'

0
246 

0 "
242

0
242
1538

242
1700

242
1700

242
1780

211
1711

180
1711

249
1711

2 Í8~ 1
Í7 1 Í

210
180

—:—1 0
1G00*~

0 1600
" le o a  "

1600 1600 1600 1500 1500 1600 1500 0
".....0 o........ ' T goõ’ I600 1500 1500 "1(300 1500 0 1531 0

------
XXXXXXXXXXXXXXXX

3 Necessidades Brutas 0 17 16 16 16 16 15 15 16 15 0 15,31 0
Recebimentos Programados 0 18 16 0 0 0 0 0 0 Ò 0 0 0

1.8 2.8 2.8 2.8 2.8 2,8 1.8 2.8 2.8 1.8 1,8 2,49 2,49
Necessidades líquidas 0 0 0 15 17,8 17,8 16,8 16,8 17,8 16,8 1.8 17.11 1,8
Recebimentos Planejados^ 
Emlssáo de Oídcns Planejadas 

XXXXXXXXXXXXXXXX

0 0 0 16 16 16 14 16 16 14 0 16 0
0 0 16 16 16 14 16 16 14" 0 le 0____ 0

Necessidades Biulns __
Recebimenlos Programados

0 I 17 16 (6 16 16 15 15 16 15 0 15,31 0
0

1.0
18
2,8

16
2,8 '

15
1,8

0
1.0

0
1,8

0
1.8

0
1,0

0
1,8

0
1.8

0
1.8

0
1.8

0
’ 1,8

Necessidades líquidos 0 0 0 0 16 17,8 16,8 16,8 17,8 16,8 1.0 17.11 1,8
0 0 0 0 16 16 15 15 16 15 0 15,31 0

Emissílo de Ordens Plnnejodas 0 0 16 16 15 15 16 15 0 15,31 0 0 Ò
XXXXXXXXXXXXXXXX

Necessidades Brutas 0 H 1717 1717 1704 1600 1600 1600 1600 1531 1531 1531 1531 0
Recebimenlos Proqramados 0 1000 1700 0 0 0 0 0 0 0 0 0 0
Estoque Planejado 180 263 246 242 242 242 242 242 211 180 24a 218 218
Necessidades llguidas 0 0 0 1638 1700 1780 1780 1780 1711 1711 1711 1711 180
Recebimenlos Planejados 
Linlssílo de Ordens Planejadas 
......XXXXXXXXXXXXXXXX

0
0

0
0

0 
17 00

1700
1600

1600
1600

1600
1600

1600
1600

1600 
...1500

1500
1500"

1500
1600

1600
1500“

1500
.......à " '

0
0

5' Necessidades Brutos 0 .....17 i 7 ...171/ ' 1704 1600 1000 1600 1600 1531 1531 1531 1531 . 0
Recebimentos Proyrnmndos 
Esloque Planejado _  
Necessidades líquidas 
Recebimenlos Planejados 
Fmissfto de Ordens Planejados 

XXXXXXXXXXXXXXXX

0
1 70....

1717 
..... 17 Õ

1717 
170 ”

0
...... 170 '

0
....170 "

0
170.....

Õ
” 170 '

0. . . . 0
170

0
Í70

0..i 70
0

170
0

170"
0
0

0
ò

0 1704 1770 1770 1770 1770 1701 1701 1701 1701 170
— 0 17Õ4 “ 1685" 1600 1600 1600 1531 1531 1531 1531 0
— 0 0_____ 1704 1C00 ....1600 1600 1600 1531 J 5 3 1 _ _  5̂31 1531 _____ 0 ____

7 0 1717 1704 1600 1600 1600 1600 1531 1531 1531 1531 0 0
Recebimenlos Programados 
Estoque Planejado 
Necessidades Líquidas 
Recebimenlos Planejados

0 1717 1704 0 0 0 0 0 0 0 0 0 0
170 170 170 170 170 170 170 170 170 170 170 170 170
0
o.. 0

0
0
0

1600 
..... 1600

1770
1600

1770
Í600 '

1770
1600

1701 
' 1531

1701
1531

1701 
1531 '

1701
1531

170
0

170..... ^
Emissflo de Ordens Planejadas 0 0 1600 1600 1600 1600 1531 1531 1531 1531 0 0 0

XXXXXXXXXXXXXXXX  
Necessidades Brutas 
Recebimentos Progranindoi 
Esloque Planejado 
Necessidades líquidas

34 00 32 32 -3 2 30.62 30.62 30.62 " 30,62 '
..... _

0 -

" ' <r ’ 
í A
' o ....

' 34,08 
3,400004.Ó

..... 32 "
3,4

”" 0

~....Ó. . .  „  -.

32

0

35.4

0
...0,4 "

35.4

0
3.4

34,02

0
.....3.4 '

34.02

0
3.4 ...

34,02

0
■” 3 .4..

34.02 "

0
3. 4...
3.4

0
3.4 

” '3.4 -

0
.... 3.4

3*4
Recebimenlos Planejados 0 0 0 32 32 32 30.62 30,62 30,62 30.62 0 0 0
Fmissflo de Ordens Planejadas 0 0 32 32 32 30,62 30,62 30,62 30,62 0 0 0 0

XXXXXXXXXXXXXXXX.......
Necessidades 8rulo3 
Recebimentos Programados

0 1717 1704 1600 “”1600 1600 1600 “  ”1531”” 1531 1531 1531 0 0
...... 0 1717 1704 0 0 0 0 0 0 0 0 0 0

Esloque Planejado 
Necessidades líquidas

170 170 170 170 170 170 170 170 170 170 170 170 170
0 0 0 1600 1770 1770 1770 1701 1701 1701 1701 170 170

Recebimenlos Planejados 0 0 0 1600 1600 1600 1600 1531 1531 1531 1531 0 0
EmissSo de Ordens Planejadas 0 0 1600 1600 1600 1600 1531 1531 1531 1531 0 0 0____

XXXXXXXXXXXXXXXX
10 0 3,400 3,2 3.2 3,2 3,2 3,062 3,062 3.062 3.062 0 0 0

Recebimenlos Prooininados 0 3 4̂00 3,199 0 ‘ 0 0 0 0 0 0 0 0 0
Esloque Planejado 
Necessidades Líquidos 
Recebimenlos Manejados 
Emissflo cio Ordens Planejadas 

X XX XX XX XX XX XX XX X'"

0.4 0,401 0,4 0.4 0.4 0.4 0,4 0,4 0,4 0.4 0,4 0.4 0.4
0 0 0 3.2 3.6 3,6 h 3,462 ' 3,462 3,462 3,462 0.4 0.4 0,4
0 0 0 3.2 3,2 3.2 3,062 3,062 3,062 3,062 0 0 0
0 0 3.2 3,2 3,2 3,062 3,062 3,062 3.06 2 0 0 0 0
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ANEXO 3 - Cálculo do MRP primeiro e último períodos - continuação

11 Necessidades Brutas 0
ò ......
10 ~~ 

..... 0

1717
" iãoò

1704
17ÕÕ

j
oío
o;o
O

lOs 1600 
1 eoõ ~

1600
<f

1600..... 1531
~ o" ~

1531 1531 1531
0

0 0
0 0 0 0

—

Recebimentos Programados 
Esloquo Planejado 
Necessidades L íq u id a s___ _____

101 97 97 97 97
1521

97
' “ 1618“'’ '

66 35
1549"

104 
‘ 1549

73
1549

73 73
0 0 0 0 1549

1500
10 18

0 0 0 0 0 1C0Ò ÍGOO 1500
“0 “ '

1600 1500 0 0

_ _ _ 0 0 1600 1600 1500 1500 1600 1500 0 0 0 0

x x x x x x x x x x x x x x x x
12 Necessidades Brutas 

Recebimentos Programados
0. . . . . . . . . . 1600 

.... 1600
1600
1600

1600
0

1500
“o

1500 
0 “

1600
Õ

1500..... 0. . . . 0. . . . . . . 0. . . . . 0
0

0
Õ

Estoque Planejado 100 160 160 160 160 160 160 160 160 160 160 160 160
Necessidades Líquidas 0 0 0 1600 1660 1660 1760 1660 160 160 160 160 160
Recebimentos Planejados 0 0 0 1600 1500 1500 1600 1500 0 0 0 0 0

Emissflo de Ordens Planejadas 0 0 1600 1500 1500 1600 1500 0 0 0 0 0 0

XXXXXXXXXXXXXXXX
13 Necessidades Brutns 

Recebimentos Programados 
Estoque Planejado __ 
Necessidades Líquidas
Recebimentos Planejados __
Emissão de Ordens Planejadas

0
0

l è o  ~.. . .

0 _

1600
...1600

í  60
”0“
Õ
0 ~ ~

1600 
1600 ' 
160 

0
ó ......

1500 ~

1600 
” 1600 

160 
' 0

1500
0

' 160 ' 
i 500 
1500”

1500
...0

160 
" 16 6 0 “  

Í500  
1500

1600..... ^

160 ~
'1760....

" Í60Õ

1500 
0 

160 
1660 
1 soo

0
....0

0
d ~

0
0

0
” 0 “

0. . . . .

160 160 1G0 160 160
^  160 

õ.......
160
O”

160
0

160
V  '

160
00

1500 1600 0 0 0 0 0 0 0

XXXXXXXXXXXXXXXX
14 Necessidades Brutas 

Recebimentos Prootomados
0

...... 0
11.2 10,5

12
10,5

0 *'
11 ,2

0
10,50 _  0 0 0 0 0 0 0

0 0 0 0 0 0

1,2 1,999999 3,5 2,999999 1.8 3,3 3,3 3.3 3,3 3.3 3.3 3.3 3,3
0 0 0 8,200001 12,4

'  10 ......
11,7

12
_ J A _

0
1,2
0

1,2 1,2 1,2 1,2 1,2
Recebimentos Planejados 0 0 0 10 0 0 0 0 0

Emissflo de Ordens Planejadas 0 0 10 10 12 0 0 0 0 0 0 0 0

XXXXXXXXXXXXXXXX
15 Necessidades Brutas 0 80 75 75 80 75 0 0 0 0 0 0 0

Recebimentos Programados 0 80 75 75 0 0 0 0 0 0 0 0 0

Estoque Planejado 6 8 8 8 0 8 8 a 8 8 8 8 8

Necessidades Líquidas 0 0 0 0 80 83 8 8 8 8 8 8 8

Recebimentos Planejados 
Emissflo de Ordens Pjoticjfldos^ 
j  XXXXXXXXXXXXXXXX  
Necessidades Bntlns

0 0 0
80

0 80 75 0 0 0 0 0 0 0

11;

_ 0 ____

"ó

0

....1600 '“

75 0 0 ____

1500

0

1600 '

____ 0_ _ _

1500 "

0

.....0

0 0 0 0

1 GÒ0 í  600 í 500 „  0
......

0

Recebimentos Programados 0 1600 1600 1600 0 0 0 0 0 0 0 0 0

Estoque Planejado 160 160 160 160 160 160 160 160 160 160 160 160 160
Necessidades Líquidas 0 0 0 0 1500 1660 1760 1660 160 160 160 160 160
Recebimentos Planejados 0 0 0 0 1500 1500 - 1600 1500 0 0 0 0 0

Emissflo de Ordens Planejadas 0 0 1500 1500 1600 1500 0 0 0 0 0 0 0

XXXXXXXXXXXXXXXX
17 Necessidades Brutos _  1  0 • 

160 ' 
0 
0 ' 
õ

1600 
Téoo 

160 
0... ...... -

1600 1600 1 1500 1500 1600 1500 0 0 0 0 0

'“ f iT

Recebimentos Programados 
Estoque PÍnnrjndo 
Necessidades Líquidas 
Recebimentos Planejados _  
Émisf.So de Ordens Planejadas 

XXXXXXXXXXXXXXXX  
Necessidades Btuias

1600
” 160~ ~... ^

o"
1500

1600........

o ~....
0

' 1600'

1500
160

0.......

1500 '

Q 0 n 0 
160 
160 “

" 0.. p

0 0 0 0
160

... 1500
1500

77 o ~

160
1700
1600“

...... 0“ ““ '

160
1G0U
15ÒÕ

0

160
160
"d'

70 7 _

160...........
..

1 6 0 _
160

160
160

0 0
f, 0 0

0 4800 4800 4800 4500 4500 4800 4500 0 0 0 0 0

Recebimentos Programados 0 4000 4800 0 0 0 0 0 0 0 0 0 0

Estoque Planejado 
Necessidades Liquidas

500
0 ” ”

500. . 500
0

500
4800

500
5000

500
5000

500 
5300 '

500 
~ 5000

500
500

500
500

500
'500

500
500

500
500

Recebimentos Planejados 0
0

0
“ 0 ____

0 4800 4500 4500 4800 4500 0 0 0 0 0

j j T

Emissflo de Ordens Planejadas 
XXXXXXXXXXXXXXXX

4800 450 0 ___ 4500 4000 4500 0 0 _ 0 ___ 9____ 0____ . . . . .0
Necessidades Brutas 
R ec e bim e ntos Pr oçk n m n dos 
Ésíoque PÍnnejndo 
Necessidades l.lqulrins
Recebimentos Planejados

0 ____
0

.....700 '. . . . . . .

o ......

6868 6816 6400 6400 6400 6400 6124 6124 6124 6124 0 0

7000 7000 6500 0
716
5984
oodo’

0 0 0
792 ”  

“  6824
ôooo’

0. . . . . . . . . . . . . .

... 6834
0500...

0
1044.. (;p-
6000....

0
920“  " 
6824“ ' 

“ odod '

0 0

032.... ^
. .... ^

1016. . . . . . . .

0

1116
' Õ ' 

...... 0

8(6
'7100'“
0500 "

916 
“ 7100“ 

' 850o"

920 
“ 700 ~ 
~ 0

920
700
0 “

Emissflo de Ordens Planejadas 
XXXXXXXXXXXXXXXX

0 0 6000 6500 6500 6000 6500 6000 6000 0 0 . . . 0 . . . .  0

20 Necessidades Brutas 
Recebimentos Programados

0
0

1717
” 1717

1717 1704 1600 1600
..'o '

1600...... . 1600 1531 1531 1531 1531 0
01717 1704 Õ 0 0 0 0 0

Estoque Planejado 170 170 170 170 170 170 Í70 170 170 170 170 170 170
Necessidades Líquidas 0 0 0 0 1600 1770 1770 1770 1701 1701 1701 1701 170
Recebimentos Planejados 0 0 0 0 1600 1600 1600 1600 1531 1531 1531 1531 0
Emissflo de Ordens Planejadas 
.... 'XXXXXXXXXXXXXXXX

0 0 1600 1600 1600 1600 1531 1531 1531 1531 0 0 0
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ANEXO 3 - Cálculo do MRP primeiro e último períodos -  continuação

21 0 1717 1717 1704 1600 1600 1600 1600 1531 1531 1531 , 1531 0

R eceb im en tos Program ados 0 1717 1717 0 0 Õ Õ 0 0 0 Õ 0 0

E stoque Plnnejndo ____ _____ 170 170 170 170 170 170 170 170 170 170 170 170 170

0 0 0 1704 1770 1770 1770 1770 1701 1701 1701 1701 170

0 0 0 1704 1600 1600 1600 1600 1531 1531 1531 1531 0

E m lssflo  de O rdens P lanejadas 0 0 1704 1G00 1600 1600 1600 1531 1531 1531 1531 0 0
'——
" 22" 5 1717 1717 1704 1600 1600 1600 1600 1531 1531 1531 1531 0

0 1717 1717 0 0 0 0 0 0 0 0 0 0

H stoque P lanejado 170 170 170 170 170 170 170 170 170 170 170 170 170

N e cessid ad e s  Líquidas 0 0 0 1704 1770 1770 1770 1770 1701 1701 1701 1701 170

0 0 0 1704 1600 1600 1600 1600 1531 1531 1531 1531 0

EmissA o de O rdens P lanejadas 0 0 1704 1600 1600 1600 1600 1531 1531 1531 1531 0 0

XXXXXXXXXXXXXXXX
23 N o c essíd ad es  Brutas 0 3,434 3,408 3,2 3.2 3,2 3,2 3,062 3,062 3,062 3,062 0 0

R eceb im en tos P roqram ados 0 10 0 0 0 0 0 0 0 0 0 0 0

E stoque P la n e jad o____________
N e cessid ad e s  líq u id o s_________
R eceb im en tos P Ía n e ja d o s____
E m iss ío  de Ó rdens P lanejadas 

XXXXXXXXXXXXXXXX

100 166,506 103,158 162,958 162,750 162J .58 162,358 162,296 162,234 162,172 162,11 162,11 162,11---
0 0 0 0,0420075 3,242 6,442 9,642 12,704 15.76G 18.828 21.89 21,89 21,69--

0 3 3 3 3 3 3 3 3 0 0
’ ò ' 0 3" 3 3 3 3 3 3 3 0 0 0

Cálculo MRP - Período 22/04/2002
Hem Dados Corrente semi sem2 sem3 sem4 *om5 semG sem7 sem8 sem9 semIO sem11 semlZ

1 Necessidades Brutas _  
Recebimentos Programados 
Ésioque Planejado

0 1573 1557 1535 1535 1535 1535 1783 1783 1783 1783 1783 1783
0
i>

1573
j 7

1540
~Ó"

0 0 0
0*

0.. ^ 0..... ^ 0
"0

0 0 0 0
0 0 0 0 0 0

Necessidades líquidas 0 0 0 1535 1535 1535 1535 1783 1783 1783 1783 1783 1783
Recebimentos Planejados 0 0 0 1535 1535 1535 1535 1783 1783 1783 1783 1783 1783
Emlssflo de Ordens Planejadas 0 0 1535 1535 1535 1535 1783 1783 1783 1783 1783 1783 0

7
XXXXXXXXXXXXXXXX  

Necessidades Brutas ò 1540 1535 1535 ' 1535 1535 1783 "1783' 1783*' í 783 1783 1783 õ......
Recebimentos Programados 0 1600 1500 1500 0 0 0 0 0 0 0 0 0
Estoque Planejado 217 277 242 207 272 237 254 271 188 205 222 239 239
Necessidades líquidas 0 0 0 0 1508 1715 1963 1963 1963 1963 1963 1963 180
Recebimentos Planejados 0 0 0 0 1600 1500 1800 1800 1700 1800 1800 1800 0
Emiss5o de Ordens Planejadas 0 0 1600 1500 1800 1800 1700 1800 1800 1800 0 1783 0

XXXXXXXXXXXXXXXX____
Necessidades Bnrlas 0

_ jg 18
1s 17,83

_
17 0

Recebimenlos Proqramados 0 14 16 0 0 0 0 0 0 0 0 0 0
Estoque Planejado 
Necessidades líquidas
Recebimentos Planejados______
Emissflo de Ordens Planejadas

2,8
0

1.8 
0 ...

1,0
0

2.8
15

2,8
19,8

2,8 
~ 19,8

1.8 
" 18.8

1,8
19.8

1.8
19.8 ' 
18'

1.8
19,8

1.8
1.8

3,97
19,63

3,97
Í.8

---- 0 0 0 16 18 18 16 18 18 0 20 0
0 0 16 18 18 16 18 18 18 0 20 0 0

XXXXXXXXXXXXXXXX
4 Necessidades Brulas 0 15 16 15 18 16 17 18 18 18 0 17,83 0

Recebimentos Programados 0 16 15 15 0 0 0 0 0 0 0 0 0
Esíoque Planejado 
Necessidades Líquidas

1.8
0

2,8
0

1,8
0

1,8
" ' 0

1.8
18

1.8
19,8 "

1.8
16.8

1,8
19.8

1,8
19.8

1.8
19,8

1,8
1.8

1,8
19,63

1,8
1,8

Recebimenlos Planejados 0 0 0 0 18 18 17 18 18 18 0 17,83 0
Em issío  de Ordens Planejadas 0 0 18 18 17 18 18 18 0 17.83 0 0 0

XXXXXXXXXXXXXXXX
5 Necessidades Brutas 0 1540 1535 1535 1535 1535 1783 1783 1783 1783 1783 1783 0

Recebimentos Programados____
Estoque Planejado 
Necessidades Líquidas

0 1600 1500 0 0 0 0 0 0 0 0 0 0
217

Ó
277 

... 0
242

0
207 

í  473
272
1715

237 
1715 '

254
1963

271
1963

188
1963

205
'1963

222
1963'

239 
1963...

239
180

Recebimentos Planejados 0 0 0 1500 1600 1500 1800 1800 1700 1800 1800 1800 0
Emissíio ue Ordens Plrinejatlns 
_ xxxxx^xxxxxxxxx__

Necessidades Brutos

0 0. 1500 1600 1500 1500 1800

1783

1700 1800 1809 1800 0 0

0 1540 1535 1535 1535 1535 1783 1783 1783 1783 1783 0
Recebimentos Ptooramados 0 1540 1518 0 0 0 0 0 0 0 0

170
0 0

Estoque Planejado 187 187 170 170 170 170 170 170 170 Í70 170 170
Necessidades Líquidas 0 0 0 1535 1705 1705 1953 1953 1953 1953 1953 1953 170
Recebimentos Planejados 0 0 0 1535 1535 1535 1783 1783 1783 1783 1783 1783 0

7

Emissflo de Ordens Planejadas 
XXXXXXXXXXXXXXXX  

Necessidades Brutas

_0_ __0__ 1535 1535 1535 1783 1783 1783 1783 1783 1783 0 0

0 1518 1535 1535 1535 1783 1783 1783 1783 1783 1783 0 0
---- Recebimentos Programados 

Estoque Pianejndo
0 1518 1518 0 0 0 0 0 0 0 0 0 0

187 187 170 170 170 170 170 170 170 170 170 170 170
Necessidades Líquidas 0 0 0 1535 1705 1953 1953 1953 1953 1953 1953 170 170

_ jjtecebimcntos j^nnejndos 
Emissflo de Ordens Planejadas

0 0 0 1535 1535 1783 1783 1783 1783 i 783 1783 0 0
0 0 1535 1535 1783 1783 1783 1783 1783 1783 0 0 0

XXXXXXXXXXXXXXXX



195

ANEXO 3 - Cálculo do MRP primeiro e último períodos - continuação

8 0 30.36 30,7 30.7 35,66 35,66 35,66 35.66 r~ 3 5 Í6 35.66 0 C 0
Recebimentos Programados 0 30,36 30,36 0 0 0 0 0 0 0 0 0 0

3,74 3.74 3,4 3,4 3.4 3.4 3,4 3,4 3.4 3,4 3,4 3.4 3.4
Necessidades Líquidas 0 0 0 30,7 39,06 39.06 39,06 39,06 39,06 39,06 3,4 3,4 3,4

0 0 0 30,7 35,66 35,66 35,66 35,66 35.66 35,66 0 0 0
0 0 30,7 35,66 35,66 35,66 35.66 35,66 35,66 0 0 0 0

------
XXXXXXXXXXXXXXXX

9 0 1518 1535 1535 1535 1783 1783 1783 1763 1783 1763 0 0
Recebimentos Programados 0 1518 1518 0 0 0 0 0 0 0 0 0 0

187 187 170 170 170 170 170 170 170 170 170 170 170
Necessidades Líquidas 0 0 0 1535 1705 1953 1953 1953 1953 1953 1953 170 170
Wecebtmentos Planejados 
Emissão de Õuiens Planejadas 
' ~ xxxxxxxxxxxxxxxx"
Necessidades Biulns 
Recebimentos Programados 
Estoque Planejado 
Necessidades Líquidas

0 0 0 1535 1535 1783 1783 1783 1783 1783 1783 0 0
------ 0 0 1535 1535 1783 1783 1783 1783 1783 1783 0 0 ò
------

"Tcf 0
0

3.036 
" 3,036

3,07 
' 3.036 _

3£7 ~ ~
0

3.566
Ò

3,566
0

3,566_ " o 3,566
0

3.566
0

3,566
0

0. . . . . .  . . . 0
......0 ~~

0
0

0.434 ' 0,434 0,4 0,4 0,4 0.4 0.4 0,4 0.4 0,4 0,4 0,4 0,4
0... .. 0

Ò
0... . ... ... 3,07 ... 3(J7 3,966

3,506
3,966
3.566

3,966
3.566

3.966
3,566'

3.966
3.566

3,966 
3.566 ~

0,4 
0 “

0.4
0

0 /
0

Emissão de Ordens Planejadas 0 0 3,07 3,566 3,566 3,566 3,566 3,566 3,566 0 0 0 0
XXXXXXXXXXXXXXXX

11 Necessidades Brutas 0 1518 1535 1535 1535 1783 1783 1783 1783 1783 1783 0 0
Recebimentos Programados 0 15Ó0 1500 1600 1500 0 0 0 0 0 0 0 0
Estoque Planejado 115 97 62 127 92 109 26 43 60 77 94 94 94
Necessidades Líquidas 
Recebimentos Planejados

0 0 0 0 0 1709 1801 1801 1801 1801 1801 18 18
0 0 0 ......0 “ 0 1800 1700 1800 1800 1800 1800 0 0

Emissíio de Ordens Planejados 0 0 1800 1700 1800 1800 1800 lêoo~1 0 Õ 0 0 0.
XXXXXXXXXXXXXXXX

1? Necessidades Brutos 0 1500 1800 1700 1800 1800 1800 1800 0 0 0 0 0
Recebimentos Programados 0 15 00 1800 0 0 0 Ò 0 0 0 0 0 0
Estoque Planejado ièò 160 160 160 160 160 160 160 160 160 160 160 160
Necessidades Líquidas 0 0 0 1700 1960 1960 1960 Í9G0 160 160 160 160 160
Recebimentos Planejados 0 0 0 1700 1800 1800 1800 1800 0 0 0 0 0
EmissAo de Ordens Planejadas 0 0 1700 1800 1800 1800 1800 0 0 0 0 0 0

XXXXXXXXXXXXXXXX
13 Necessidades Brutas 0 1500 1800 1700 1800 1800 1800 1800 0 0 0 0 0

Recebimentos Programados 0 1500 1800 1700 0 0 0 0 0 0 0 0 0
Estoque Planejado 160 160 160 160 160 160 160 160 160 160 160 160 160
Necessidades Llquldns 0 0 0 0 1800 1960 1960 1960 160 160 160 160 160
Recebimentos Planejados 0 0 0 0 1800 Í8ÕÕ 1800 1800 0 0 0 0 0

_ 0____ 0 1800 1800 1800 1800 0 0 0 0 0 0 0------ XXXXXXXXXXXXXXXX
14 Necessidades Brutas 0 11.9 12,6 12,6 12.6 12.6 0 0 0 0 0 ____0 0

Recebimentos Programados 
Estoque Planejado

õ~ 14 12 0 0 0 0 0 ü 0 Ô 0 0
2.099990

Ò
4,199995

0
3,6
Õ

2,999994
I 02000F

2,39999 
13,8 ”

1,79999 
... 13.8

1,79999
1.2

1,79999 
....1.2 “

1.79999 
1.2....

1,79999 
.....1,2.....

1,79999
1.2

1,79999
1.2

1,79999
1.2

Recebimentos Planejados 0 0 0 12 12 1? 0 0 0 0 0 0 0
EmissSo de Ordens Planejadas 0 0 12 12 12 0 0 0 0 0 0 0 0

XXXXXXXXXXXXXXXX
13 Necessidades Brutas 0 85 90 90 90 90 0 0 0 0 0 0 0

Recebimentos Proqramados 0 90 85 90 0 0 0 0 0 0 0 0 0
------ Estoque_Planejado______

Necessidades Líquidas
8

..... 0
13 8

0
8
o'

8
“  90 ‘

8
98

8
8 '

8
......8

8..... ... 8... . g. 8. . . ... 8
8

8.. . .

Recebimentos Planejados 0 0 0 0 90 90 0 0 0 0 0 0 0
Emissüo de Ordens Planejadas 

XXXXXXXXXXXXXXXX
0 0 90 90 0 0 0 0 0 0 0 0 0

18 Necessidades Brutas 0 1500 1800 1700 1800 1800 1 1800 1800 0 0 0 0 0
Recebimentos Programados 0 1500 1800 1700 0 0 0 0 0 0 0 0 0
Estoque Planejado 160 160 160 160 160 160 160 160 160 160 160 160 160
Necessidades Líquidas 
Recebimerilos Planejados

0 0 0 0 1800 1960 1960 1960 160 160 160 160 160
0 0 0 0 1800 1800 1800 1800 0 0 0 0 0

Emissão de Ordens Planejadas 0 0 1800 1800 1800 1800 0 0 0 0 0 0 0
XXXXXXXXXXXXXXXX

17 Necessidades Brutas 0 1500 1800 1700 1800 1800 1800 1800 0 0 0 0 0
Recebimentos Proqramados 0 1500 1800 1800 1700 0 0 0 0 0 0 0 0
Estoque Plnncjndo 160 160 160 260 160 160 160 160 160 160 160 160 160
Necessidades Liquidas 0 0 0 0 0 1800 1960 1960 160 160 160 160 160
Recebimentos Planejados 0 0 0 0 0 1800 1800 1800 0 0 0 0 0
Emissíio de Oidens Planrjndas 

XXXXXXXXXXXXXXXX
"o 0 1800 1800 1800 0 0 0 0 0 0 0 0
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ANEXO 3 - Cálculo do MRP primeiro e último períodos - conclusão

18 Necessidades Brutas 0 4500 5400 5100 5400 5400 5400 5400 0 0 0 0 0
Recebimentos Programados 0 4500 5400 0 0 0 0 0 0 0 0 0 0
Estoque Planejado 500 500 500 500 500 500 500 500 500 500 500 500 500
Necessidades Líquidas 0 0 0 5100 5900 5900 5900 5900 500 500 500 500 500
Recebimentos Manejados 0 0 0 5100 5400 5400 5400 5400 0 0 0 0 0
EmissSo de Ordens Planejadas 0 0 5100 5400 5400 5400 5400 0 0 0 0 0 0

xxxxxxxxxxxxxxxx
19 Necessidades Brutas 0 6072 6140 6140 6140 7132 7132 7132 7132 7132 7132 0 0

Recebimentos Programados 0 6000 6000 6000 0 0 0 0 0 0 0 0 0
Estoque Planejado 1088 1016 876 736 1096 964 832 700 1068 936 804 804 804
Necessidades Líquidas 0 0 0 0 6104

65Õ0
7832 7832 7832 7832 7832 7832 700 700

Recebimentos Planejados 0 0 0 0 7000 7000 7000 7500 7000 7000 0 0
EmissSo de Ordens Planejadas 0 0 6500 7000 7000 7000 7500 7000 7000 0 0 0 0

XXXXXXXXXXXXXXXX
20 Necessidades Brutas 0 1540 1535 1535 1535 1535 1783 1783 1783 1783 1783 1783 0

Recebimentos Programados 0 1540 1518 1518 0 0 0 0 0 0 0 0 0
Estoque Planejado 204 204 187 170 170 170 170 170 170 170 170 170 170
Necessidades Liquidas 0 0 0 0 1535 1705 1953 1953 1953 1953 1953 1953 170
Recebimentos Planejados 0 0 0 0 1535 1535 1783 1783 1783 1783 1783 1783 0
Emissão de Ordens Planejadas 0 0 1535 1535 1783 1783 1783 1783 1783 1783 0 0 0

XXXXXXXXXXXXXXXX
1535 1535 1535 1535 ...1783 1783 178321 Necessidades Brutas 0 1540 1783 1783 1783 0

Recebimentos Programados 0 1540 1518 0 0 0 0 0 0 0 0 0 0
Estoque Planejado 187 187 170 170 170 170 170 170 170 170 170 170 170
Necessidades Líquidas 0 0 0 1535 1705 1705 1953 1953 1953 1953 1953 1953 170
Recebimentos Planejados 0 0 0 1535 1535 1535 1783 1783 1783 1783 1783 1783 0
Emissão de Ordens Planejadas 0 0 1535 1535 1535 1783 1783 1783 1783 1783 1783 0 0

XXXXXXXXXXXXXXXX
22 Necessidades Brutas 0 1540 1535 1535 1535 1535 1783 1783 1783 1783 1783 1783 0

Recebimentos Programados 0 1540 1518 0 0 0 0 0 0 0 0 0 0
Estoque Planejado 187 187 170 170 170 170 170 170 170 170 170 170 170
Necessidades Líquidas 0 0 0 1535 1705 1705 1953 1953 1953 1953 1953 1953 170
Recebimentos Planejados 0 0 0 1535 1535 1535 1783 1783 1783 1783 1783 1783 0
Emissão de Ordens Planejadas 0 __0__ 1535 1535 1535 1783 1783_ 1783 1783 _ 1783 1783 0 0

XXXXXXXXXXXXXXXX
23 Necessidades Brutas 0 3,036 3,07 3,07 3,07 3,566 3,566 3,566 3,566 3,566 3,566 0 0

Recebimentos Programados 0 3 3 0 0 0 0 0 0 0 0 0 0
Estoque Planejado 161,194 161.158 161,088 161,018 160,948 160.382 160 160 160 160 160 160 160
Necessidades Liquidas 0 0 0 1.98201 5,05202 8,61801 12,184 15,75 19,316__ 22,882 26,448 26,448 26,448
Recebimentos Planejados 0 0 0 3 3 3 3,18401 3,56599 3,56599 3,56599 3,56599 0 0
Emissão de Ordens Planejadas 0 0 3 3 3 3,18401 3,56599 3,56599 3,56599 3,56599 0 0 0

XXXXXXXXXXXXXXXX


