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ABSTRACT

Due to the multimidia applications demand and IP users growth causing
frequently overload situations in the network, some Quality of Service (QoS)
mechanisms have been created. These mechanisms were developed to
decrease packet delay and loss, by controlling the overload state in the network
and granting the users with the needs these new applications require.

This work surveys the main QoS Mechanisms used by the IP network routers to
prdvide quality of service as: Integrated Services (IntServ), Differentiated
Services (DiffServ) and Multiprotocol Label Switching (MPLS). The dissertation

makes a quantitative analysis of performance by means of a network simulator.

Xi



RESUMO

Devido a grande demanda de aplicagcdes multimidia e do crescimento de
usuarios nas redes IP causando freqlentemente momentos de sobrecarga na
rede, surgiram mecanismos de qualidade de servico QoS (Quality of Service).
Estes mecanismos objetivam diminuir atrasos e perda de informacgdes,
controlando o estado de sobrecarga na rede e atendendo as novas
necessidades que estas novas aplicacdes exigem.

Esta dissertacdo reune os principais mecanismos de QoS utilizados
atualmente pelos roteadores das redes IP para prover qualidade de servigo:
servigos integrados (IntServ), servigos diferenciados (DiffServ) e a comutacéo
multiprotocolo por rétulos (MPLS). O trabalho realiza uma analise quantitativa

de desempenho através de um simulador de rede.
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1. INTRODUCAO

A atual arquitetura de protocolos da Internet é baseada em servico de melhor
esforco (best effort), nao-orientado a conexdo, que usa o protocolo IP (/nternet
Protocol) [1]. Neste tipo de servico ndo ha quaisquer garantias de vazao, atraso ou
outro requisito de Qualidade de Servico QoS (Quality of Service). Durante a fase de
expansdao da rede (meados de 1980), ocorreu um colapso devido ao
congestionamento que resultou em uma degradacao do servico, resultado da falta
de atencdo dos mecanismos dinamicos de encaminhamento de datagramas.
Surgiram algumas recomendagdes pertinentes ao gerenciamento de filas e
mecanismos para evitar congestionamento para os servicos de melhor esforco [2].
Na verdade, eles foram os primeiros vestigios de mecanismos de qualidade de

servigo para redes IP.

1.1.MOTIVACAO

Existem duas razdes para dissertar sobre qualidade de servico em redes IP. A
primeira razao € que com o aumento da capacidade de processamento dos
computadores pessoais € o surgimento de novas aplicagdes multimidia (imagens,
voz e video), a Internet tende a receber uma quantidade cada vez maior deste tipo
de trafego. O modelo de melhor esforco adotado pela Internet para o envio de
informagdes, ndo atende as novas necessidades que estas novas aplicagdes exigem
(31.

A segunda razdo é que os problemas de congestionamento na Internet se devem
ao tipo de trafego transportado pela rede e como, normalmente, o trafego é em
rajadas, acarreta momentos de sobrecarga na rede quando diversas fontes enviam
dados simultaneamente. Dai a necessidade de utilizagdo de algoritmos que séo
usados para determinar a taxa de saida do trafego e com isso controlar melhor os

recursos disponiveis na rede.



1.2.OBJETIVO

O objetivo desta dissertacdo de mestrado & realizar uma analise qualitativa e
guantitativa dos mecanismos de QoS. Para a analise qualitativa serdo usadas
referéncias bibliograficas sobre o tema.

A andlise quantitativa é realizada através de um simulador de rede. Pretende-se
criar uma rede hipotética com varios roteadores e aumentar gradativamente a
geracao de trafego até que se alcance um nivel de congestionamento onde a perda
de pacotes degrade a qualidade de servigo. Depois disto, a rede é configurada de tal
modo a suportar um mecanismo diferenciado de escalonamento de pacotes e
finalmente simular uma rede IP sobre MPLS. Sera realizada uma comparacao para

determinar o desempenho de trés configuragoes propostas.

1.3. ORGANIZAGAO DA DISSERTAGAO

O restante da dissertacdo estd organizado da seguinte maneira: o capitulo 2
introduz o conceito de qualidade de servico e as principais métricas usadas para
medir seu desempenho, focando principaimente nos parametros perda e atraso de
pacotes.

O capitulo 3 descreve os principais modelos € mecanismos de qualidade de
servicos. O modelo de servigos integrados IntServ (Infegrated Services) estabelece e
mantém reservas de recursos para uma determinada aplicagdo, provendo garantias
de QoS fim-a-fim em nivel de fluxo. Descreve também mecanismos de prevencéo de
congestionamento onde sao usados algoritmos de escalonamento, conforme
critérios pre-estabelecidos de classificagdo de datagramas. O modelo de servigos
diferenciados DiffServ (Differentiated Services for the Internet), fornece tratamento
diferenciado, redefinindo o campo reservado para ToS (Type of Service) no
cabecalho IP e a partir da analise deste campo prové diferentes tratamentos aos
pacotes de cada classe transportados pela rede. Em caso de congestionamento, o

capitulo descreve, dentre outros, mecanismos de descarte inteligentes de pacotes
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que atuam para diminuir atrasos na rede e perda de informacgdes, controlando
conseqlientemente, o estado de sobrecarga na rede. Encerra-se o capitulo com a
apresentacao da comutagdo multiprotocolo por rotulos MPLS (Multiprotocol Label
Switching), que insere um rétulo ao pacote e este governara sua transmisséo pelo
dominio.

O capitulo 4 descreve os procedimentos usados para simular trés configuracoes
distintas com o simulador NS (Network Simulator), comparando o desempenho entre
as mesmas.

O capitulo 5 conclui a dissertagao apontando temas para trabalhos futuros e

finalmente o anexo A mostra os scripts usados para a realizacéo da simulago.



2.CONCEITO E METRICAS DE QOS

Este capitulo destina-se a conceituar o termo “qualidade de servigo” definido pela
unido internacional de telecomunicacées ITU-T (International Telecommunication
Union), principal 6rgao de padronizagao em telecomunicagdes, e pela forca tarefa de
engenharia da Internet, érgdo denominado de IETF (Internet Engineering Task
Force).

A subjetividade do conceito reforca ainda mais a idéia de que é através dos
parametros que o nivel de QoS pode ser objetivamente determinado e diferenciado
para os diversos tipos de aplicacdes, cuja classificacdo encerra o capitulo. A idéia
basica da qualidade de servico & que o trafego pode ser diferenciado através de
diferentes niveis de servigo, cuja granularidade da diferenciagdo pode ser um
conjunto de classes ou um fluxo individual. Com isso pode-se diferenciar os
aplicativos que requerem caracteristicas distintas quanto a perda e atraso dos

pacotes.

2.1.CONCEITOS PRELIMINARES

Torna-se importante definir alguns conceitos para o melhor entendimento dos

capitulos subseqientes da dissertacio.

2.1.1. Modos de Conexao

Existem dois modos de conexdo disponiveis em telecomunicacdes: o servico
que usa o modo orientado a conexado (CO Connection Oriented) e o modo nao-
orientado a conexao (CL Connectionless).

O modo orientado a conex&o, também conhecido como servico de circuito virtual

[4], fornece um alto nivel de garantia de entrega, pois o caminho légico é
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estabelecido entre a fonte e o destino e permanece até que uma das partes libere a
conexao [5]. Neste tipo de servigo, &€ possivel alocar previamente todos os recursos
necessarios, de tal forma a otimizar o controle de congestionamento entre redes. As
redes de comutacao por circuitos (telefonia), comutacéo por quadros (frame relay) e
comutagao por células ATM (Asynchronous Transfer Mode), sao alguns exemplos de
protocolos que operam neste modo.

O modo nao-orientado a conexdao CL, também conhecido como servico de
datagrama [4], ndo prevé o estabelecimento prévio de uma conexao [5]. Neste modo
nenhum acordo dindmico é efetuado no momento da utilizacdo do servico. Nao ha
garantias de chegada em sequéncia, nem de entrega do datagrama. A mensagem é
tratada de forma individual e entregue ao destino através do caminho mais
conveniente definido através de algoritmos de roteamento, que utilizam o caminho
mais curto para alcancar o destino, onde “mais curto” nao significa necessariamente
a menor distancia fisica, e sim o menor nimero de saltos ao destino ou outro
parametro [6].

Os dois modos requerem caracteristicas distintas: 0 modo orientado a conexao
requer protocolos de sinalizacdo, protocolos de roteamento e protocolos para
transferéncia de dados. Ja o modo nao-orientado a conexao requer apenas oS

protocolos de roteamento e de transferéncia de dados do usuario.

2.1.2. Elementos de Rede

As redes |IP foram concebidas inicialmente através da utilizagédo de roteadores. O
aumento de novas redes a nuvem I[P causa frequentemente pontos de
congestionamento que degradam o desempenho de processamento dos roteadores.
Para minimizar estes efeitos, introduziram-se comutadores, elementos
caracterizados pela alta velocidade de comutagéo.

Tanto o roteador como o comutador objetivam encaminhar os pacotes recebidos

pela interface de entrada para a interface de saida. A principal diferenga citada em
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[7] € que o roteador executa as fun¢des de encaminhamento da informagédo através
de software e o comutador através de hardware [9]. Para nao haver duvidas guanto
aos termos usados nesta dissertacao, o termo roteador sera usado para nomear os
dispositivos que executam fungbes da camada de rede (camada 3) e comutador
para aqueles que executam as fun¢des da camada de eniace, ou seja, a camada 2
do modelo de interconexdo de sistemas abertos OS! (Open Systems

Interconnection).

2.1.3. Formato do Datagrama IP

A unidade basica de transferéncia de dados em redes é denominada de
datagrama IP [8]. Um datagrama divide-se em duas partes: cabecalho e area de
dados. O cabecalho contém, dentre outras informagdes, os enderegos de origem e
destino e o campo de dados contém a carga Util do datagrama. A tabela 1 ilustra a

organizagado dos campos em um datagrama [9]:

TABELA 1. FORMATO DE UM DATAGRAMA IP [9]

0 8 16 31
VER | HLEN | TOS TOTAL LENGTH
ID FLAGS | FRAGMENT OFFSET
TTL | PROTOCOL HEADER CHECKSUM

SOURCE IP ADDRESS

DESTINATION IP ADRESS

OPTIONS | PADDING

DATA

O primeiro campo VER (version) contém a versao do protocolo IP. O campo de
comprimento do cabecalho HLEN (Header Length) fornece o comprimento do
cabegalho do datagrama medido em palavras de 32 bits. O campo tipo de servico
TOS (type of service) especifica como o datagrama deve ser tratado. Este campo
sera visto com mais detalhes no proximo capitulo. O campo TOTAL LENGTH
especifica o contetido total do datagrama, incluindo cabecalho e carga util. O campo
ID (identification) permite que a maquina de destino determine a qual datagrama

pertence um fragmento recém-chegado. Os bits pertencentes ao campo FLAGS
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controlam a fragmentacdo e o campo FRAGMENT OFFSET especifica o
deslocamento dos dados que estdo sendo transportados no fragmento. O campo
TTL (time-to-live) € um contador usado para limitar a o niumero de saltos dados por
um pacote. Quando o datagrama é remontado totalmente a camada de rede precisa
saber o que fazer, ou seja, qual o processo de transporte que deve ser aplicado ao
datagrama. Isto & determinado pelo campo PROTOCOL. O campo HEADER
CHECKSUM realiza a verificagcdo da soma do cabegalho para assegurar a
integridade de seus valores. Os campos SOURCE IP ADDRESS e DESTINATION
IP ADDRESS determinam os enderecos IP de origem e destino, respectivamente. O
campo OPTIONS foi projetado para permitir que versdes posteriores do protocolo
incluam informago6es inexistentes do projeto original, possibilitando a implementacéo
de novas idéias. O campo PADDING representa bits contendo zero, usado para
garantir que um cabecgalho se estenda até o multiplo exato de 32 bits. Finalmente o

campo DATA contém a carga util do datagrama.

2.2.CONCEITOS SOBRE QOS

ITU-T define qualidade de servigo como [10] : “Efeito coletivo do desempenho do
servico, que determina o grau de satisfacdo do usuario”.

Pela IETF [11]: “conjunto de requerimentos que devem ser satisfeitos pela rede
quando do transporte de um fluxo ". Fluxo é definido como sendo uma seqiiéncia de
pacotes da fonte ao destino (unicast ou multicast), com uma QoS a ela associada.

Existem outras definigdes, como por exemplo, a conceituada por [12], que define
QoS como sendo um conjunto de tecnologias que habilitam os administradores de
rede a gerenciar os efeitos de congestionamento no trafego proveniente das
aplicagbes, através do uso otimizado dos recursos da rede, € nao apenas
adicionando continuamente capacidade.

Além destas definigbes, existe ainda outra [13] que demonstra que QoS possui

nédo apenas componentes técnicos mensuraveis, mas também componentes
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humanos, que sao subjetivos. A relacao entre estes componentes estao ilustrados

na tabela 2.
TABELA 2. COMPONENTES HUMANOS E TECNICOS [13]

Fatores Humanos Fatores Técnicos
Estabilidade da qualidade de servico Confiabilidade
Disponibilidade de linhas de assinantes Expanséo
Tempo de espera Eficiéncia
Tempo de recuperacéo de falhas Manutencao
Informacdes de assinantes Tempo de congestionamento
Estabilidade de operagéo do sistema Qualidade de transmissao

Como as definicbes acima nao esclarecem completamente o conceito de QoS
adotou-se nesta dissertacao, como sera apresentado em capitulos subseqlentes, o
conceito de que uma caracteristica de QoS pode ser identificada, quantificada e
usada para modelar o comportamento do sistema. As exigéncias de QoS séao
expressas em termos de parametros, que pode ser um vetor ou um valor escalar e

estar relacionado a uma grande variedade de caracteristicas [14].

2.2.1. Grau de Servico (GoS)

O‘grau de servico GoS (Grade of Service) esta sendo usado na industria de
telecomunicacdes para indicar componentes que contribuem para a qualidade de
servico baseada nas experiéncias do usuario.

Quando o volume de trafego excede a capacidade da rede, o resultado é um
congestionamento [15]. As limitagbes da rede afetam os servicos e podem ser
expressas em valores de GoS, como por exemplo: probabilidade de perda de
informacdes, média de atrasos, taxa de insucessos devido ao congestionamento,

etc. Na rede comutada por circuitos, o GoS foi dividido em dois padroes [16]:

2.21.1. Perda do Grau de Servico

Representa a probabilidade que uma conexado nao possa ser estabelecida, entre
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um circuito de entrada e um circuito de saida, no momento da tentativa de
estabelecimento de uma conexdo. Para centrais telefénicas digitais internacionais a
probabilidade nao pode exceder a 0,2 % em carga normal e 1% em momentos de

maior movimento.

2.2.1.2. Atraso no Grau de Servico

Dependendo da tecnologia usada a informagdo pode conter muitas
componentes. Para a rede digital de servicos integrados, ISDN (Integrated Services
Digital Network), por exemplo, os atrasos sao definidos para as seguintes
mensagens de sinalizagdo: pre-selecdo, pos-selecdo, sinal de resposta e de

liberacao da conexao [17].

2.2.2. Classe de Servigo

O conceito de classe de servico COS (Class of Service) divide o trafego em
classes diferentes e a rede disponibiliza servicos dependendo da classe atribuida. A
CoS possui medidas relativas: uma classe pode ter uma probabilidade de perda de
pacote de 10°, enquanto outra 10°°. |

Deve-se usar algum fator para se poder classificar o trafego da rede. Estes
fatores podem ser [18]: identificador de protocolo, nimero da porta TCP (Transport

Control Protocol) ou UDP (User Datagram Protocol) de origem.

2.2.3. Tipo de Servigco

O tipo de servico TOS (Type of Service), também denominado de prioridade ou
precedéncia (priority / precedence), € um mecanismo de adverténcia e ndo um
mecanismo adequado para garantir o servigo requisitado, por duas razoées [19]: nem
todas as redes levam em consideracdo o valor do campo TOS, no momento de

decisdo sobre como tratar e rotear pacotes, e a segunda razao € que o mecanismo
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TOS nao é poderoso o suficiente para uma aplicagdo quantificar o nivel de servigo
desejado. Por exemplo, ndo seria apropriado para uma rede decidir se descarta um
pacote com o throughput solicitado, se nao existe nenhuma rota disponivel com este
valor de throughput.

A facilidade TOS é apenas uma das caracteristicas do campo ToS dentro do
cabecalho do datagrama IP [19]. A figura 1 mostra que o tipo de servigo € composto

de trés campos: prioridade, TOS e MBZ (must be zero).

FIGURA 1. TIPO DE SERVIGCO [19]

Bit 0 Bit 1 Bit 2 Bit 3 Bit 4 Bit 5 Bit 6  Bit 7
[ PRIORIDADE 1 TOS | MBZ |

As redes tratam o frafego prioritario como sendo o trafego mais importante nos
casos de maior movimento, geralmente aceitam apenas trafegos cujo valor estejam
dentro de um determinado limiar. O campo MBZ & configurado para zero e ignorado
pelos roteadores. O campo TOS é subdividido em: atraso, throughput , confiabilidade
e custo.

Normalmente a escolha esta na combinacao de trés indicagdes: baixo atraso, alta
confiabilidade e alto throughput:

1000 — minimizar atraso

0100 -- maximizar throughput
0010 -- maximizar confiabilidade
0001 — minimizar custo

0000 - servigco normal

Por exemplo, se o campo TOS estiver configurado para “1000” , quer dizer que a
rede tentard escolher a rota disponivel com o menor atraso, baseado nas
informagbes sobre retardos nas rotas. Embora este campo estivesse presente
desde o inicio no cabegalho do datagrama IP, a maior parte dos roteadores
simplesmente o ignoravam [8]. Recentemente este campo foi redefinido e é utilizado

por varios roteadores no modelo DiffServ, como sera visto mais adiante.
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2.2.4. Contrato

O contrato entre a provedora de servico e o usuario, SLA (Service Level of

Agreement) [14] é usado para descrever as a¢des que a provedora de servigos deve

tomar baseado nos acordos realizados com o usuario do servi¢co. As agdes podem

ser:

Nenhuma acao

Monitoramento da QoS alcangada

Controle do fluxo de informacao

Restricao da QoS alcangada

Reserva ou reposicao de recursos
Adverténcia sobre os limiares ultrapassados

Suspensao ou aborto da atividade

Pode-se definir muitos outros niveis contratuais. A recomendacao da ITU-T X641

[14] define 3 niveis de acordo que podem ser negociados: melhor esforco,

compulsério (o servico deve ser abortado se os limiares forem ultrapassados,

contudo este nivel ndo é garantido) ou garantido (o servigo nao sera iniciado se os

parametros ndo estiverem nos limites acordados). Normalmente, a QoS é uma

combinacéao de varias caracteristicas, dependendo da aplicacao:

Dados brutos : alto throuput, com baixa taxa de erros;
Dados interativos : baixo retardo, com baixa taxa de erros;
Dados is6cronos : alto throuput, com atraso constante;

Dados sensitivos ao atraso : atraso constante, com throughput fixo .

2.3.PONTOS DE VISTA SOBRE Q0OS

Huston [20] ndo acredita que se possa obter QoS em um ambiente heterogéneo

de multiprovedores, como é o caso da rede publica IP. Porém muitas idéias surgiram

e esta secao descreve alguns pontos de vista quanto ao provisionamento de QoS.
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2.3.1. Sob o ponto de vista do Fluxo de Trafego

No caso da concatenacédo de dominios de (sub-) redes [11], as facilidades de
sinalizacido sao transferidas entre as redes, de tal forma, que as exigéncias de QoS
sejam realizadas fim-a-fim. A solugcado de Qos pode ser dividida em trés partes sob o
ponto de vista do fluxo de trafego [21]:

Controle de QoS por salto : seu objetivo € habilitar comutadores e roteadores,

que se encontram em pontos de congestionamento, a fornecer caracteristicas
previsiveis sobre a perda, laténcia, variacdes nos atrasos (jitter) para determinadas
classes de trafego de interesse. Este modelo separa o trafego das diversas filas, em
cada ponto de congestionamento, atribuindo aos mesmos classes diferenciadas e
enviando-os as filas dimensionadas com a perda, laténcia e jitter desejados. O
acesso a linha de saida € mediado pelo escalonador (scheduler), que esvazia cada
fila em propor¢cao ao compartihamento da linha ou conforme sua prioridade. Para
tanto, roteadores e comutadores devem classificar os pacotes, diferencia-los por
classe e finalmente fornecer um escalonamento controlavel e previsivel para
transmissdo dos pacotes para cada classe (fila) para a linha de saida. Esta
arquitetura € denominada de CQS (Classify, Queue , Schedule), classificacao e
escalonamento.

Engenharia de Trafego : conhecida também como roteamento explicito (Explicit

Routing) e roteamento baseado em restricdes (Constraint-based Routing) [22].
Existem duas razées pelas quais quase todos os esquemas de QoS tentam prover
servigcos diferenciados em condi¢gdes de maior movimento: primeiro porque em
condigbes de congestionamento a demanda excede os recursos disponiveis e
segundo a distribuicao de trafego é desigual. No primeiro caso, pode-se aumentar a
capacidade da rede ou limitar o uso de recursos através de mecanismos de QoS. No
segundo caso, pode-se distribuir a carga de forma mais balanceada. A engenharia
de trafego combina o fluxo de trafego de tal forma que o congestionamento causado

por utilizagdo desigual pode ser evitado e este € uma das principais motivagoes [23].
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Sinalizacdo ou Provisionamento : estes dois termos diferenciam-se pelo tempo

de configuracdo de uma ag¢ao. Sinalizagdo é usada quando a (re)configuracao pode
ser solicitada pelo usuario a qualquer instante e fornecido em segundos, ja o
provisionamento € medido em minutos ou horas. De qualquer forma, a ag¢ao de
(re)configuragao envolve o estabelecimento ou modificagdo da informacgao usada por
comutadores ou roteadores para controlar os mecanismos de roteamento. Alguns
protocolos foram desenvolvidos Unica e exclusivamente com a finalidade de realizar
o processo de sinalizacdo, como o protocolo de reserva de recursos RSVP
(Resource Reservation Protocol) e o protocolo de distribuigdo de rétulos LDP (Label
Distribution Protocol).Sem o processo de sinalizacao, os roteadores e comutadores
regridem para o mecanismo de roteamento pelo melhor esforco e retornam as regras

de CQS.

2.3.2. Sob o Ponto de Vista de Sub-redes

Segundo Katsupshi lida existem trés tipos de redes na Internet [24]: redes de
dominio, redes de acesso e stub e portanto duas formas de realizar QoS fim-a-fim:

Desempenho do Retardo em Redes de Acesso : os pacotes podem vivenciar

grandes atrasos em enlaces de baixa velocidade, e este problema esta sendo
discutido pelo grupo de trabalho ISSL (Intserv Specific Link Layer Working Group) da
IETF. Com o objetivo de reduzir o atraso, duas tecnologias estdo sendo propostas
IETF : compressao de cabegalho e segmentagao [25].

Geréncia de Fluxo em Redes de alta Velocidade : os modelos usados s&o os

servicos integrados IntServ e os servigos diferenciados DiffServ, onde se estudam
maneiras distintas de realizar o provisionamento de QoS fim-a fim.
2.3.3. Sob o ponto de Vista de Negociagdes de Parametros

Para a ITU-T X642 [26], os métodos e mecanismos de QoS possuem trés fases

distintas : fase de predicéo, de estabelecimento e fase operacional. Os pardmetros
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ou caracteristicas de QoS s&o negociadas na fase de estabelecimento da conexao.
As definicdes, porém nao abrangem condicdes de sobrecarga repentina. Na fase de
predicido sdo coletadas as informagbes de histérico das medigées de QoS, que
refletem os niveis de QoS anteriores. A fase operacional é a fase de comunicagéo
propriamente dita. A fase de estabelecimento sera tratada com mais detalhes, pois é
a fase que compreende métodos para estabelecer acordos, alocacao de recursos e
meétodos de inicializagao.

As topologias para o estabelecimento de negocia¢des de parametros de QoS
podem ser: ponto-a-ponto, 1xN multidestinos ou entdo NxM multidestinos. A
topologia ponto-a-ponto prevé a negociagao de parametros de QoS envolvendo trés
partes, os dois usuarios envolvidos na comunicagdo e o provedor de servico. O
usuario inicial propde um valor, o provedor pode aceitar, recusar ou negociar outro
valor. As partes também podem especificar intervalos que desejam operar, através
do valor operacional de mais alto nivel de qualidade HQA (Highest Quality
Attainable), limite de qualidade controlada CHQ (Controlled highest quality), ou entéo

o limite da menor qualidade aceitavel LQA (Lowest Quality Acceptable).

2.3.4. Sob o Ponto de Vista de Camadas

O artigo [27] revisa a pesquisa na area de QoS de organizagdes nao standards,
porém discute a importancia de duas camadas para as organizacbes de

padronizacdo: camadas de transporte e rede.

2.3.4.1. Camada de Transporte

Um grande numero de pesquisadores tem investigado o provisionamento de QoS
para camada de transporte. Trabalhos recentes apontam o provisionamento de
protocolos baseados em taxas sobre redes de alta velocidade, como o XTP
(Extended Transport Protocol) por exemplo [28]. XTP é um protocolo estendido da

camada de transporte que fornece suporte a servicos orientados a conexdo com
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entrega em seqliéncia, QoS configuravel, renegociavel e com notificagéo de erro. O
servigo orientado a conexao leva em considerag@o os seguintes parametros de QoS:
throughput, retardo, jitter, estratégia de selecdo de erro e prioridade relativa. O
protocolo apresenta ainda trés semanticas de QoS de transporte, além do melhor

esforco: QoS compulsoério, QoS limiar e QoS maximo.

2.34.2. Camada de Rede

A literatura possui uma vasta cobertura sobre o tema relacionado para garantir
qualidade de servico em redes de servigos integrados [29] [30]. Tem-se pesquisado
muito as areas de especificacao de fluxos, controle de admissao de fluxos, reserva
de recursos [31], modelagem de trafego e esquemas de geréncia de filas. A tese de
doutorado [28] encontrou na literatura diferentes modos de fornecer garantias a
qualidade de servico :

Modo controlado, baseado em disciplinas de filas (servico multiplexado), que
preserva a forma do trafego garantindo que as caracteristicas dos fluxos sejam as
mesmas que a da fonte;

Modo aproximado, que utiliza disciplinas simples como FIFO (first in first out) e
que aproveita as vantagens da multiplexacao estatistica;

Modo limiar (bounding approach), que leva em consideragéo qualquer distorgdo
do fluxo, como compartilhamento do processador e enfileiramento justo ponderado
WFQ (Weighted Fair Queueing), resultando em limiares de desempenho
matematicamente determinaveis para fornecer garantias estatistica e deterministica
dos servigos;

Modo baseado na observagao, que utiliza o comportamento medido do trafego
agregado, juntamente com a especificagdo de fluxo fornecida pelo usuario para

tomar decisbes de admisséao.
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2.4 METRICAS

Apesar da largura de banda ser o primeiro passo na disponibilizagdo de
aplicagbes em tempo-real, ndo é suficiente para evitar atrasos durante a transmisséo
de trafego em rajadas, pois durante a rajada a largura de banda demandada excede
a reservada. Mesmo em uma rede IP sem muito trafego, os atrasos na transmissao
podem variar consideravelmente, afetando as aplicagbes em tempo real [32]. Os
atrasos na entrega causam problemas para estes tipos de aplicacdes, porém os
maiores desafios sdo as aplicagdées em full duplex, como transmissao de voz por
exemplo.

Um dos problemas €& quando as aplicagdes de dados requerem caracteristicas
completamente inversas: para a transmissdo de voz existe a necessidade de
assegurar baixos atrasos, para a transmissao de dados, em que o trafego é
normalmente em rajadas, a necessidade é garantir largura de banda para
descarregar uma pagina Web, por exemplo, seguido de longos periodos de
inatividade. Estas diferengas frustaram todas as tentativas para a criacdo de uma
unica rede para disponibilizar todos os tipos de servicos. Por isso, as operadoras
basearam-se seu negocio em voz e criaram redes de dados separadas, como Frame

Relay ou ATM (Asynchronous Transfer Mode).

2.4.1. Métricas IP

O grupo de trabalho da IETF, IPPM (/nfemet Protocol Performance Metrics) se
reune para definir métricas para o desempenho da Internet. Segundo [33], o objetivo
das métricas IP é alcangar uma situaga@o, na qual usuérios e provedores de servigo
de Internet possuam uma compreensdo comum e precisa do desempenho e

confiabilidade das nuvens IP.
O documento [33] define critérios para estas métricas, terminologias, as métricas
propriamente ditas, a metodologia e algumas consideragdes praticas, incluindo

fontes de incerteza e erros. O mesmo documento inclui argumentos que
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recomendam que as propriedades da Internet ndo deveriam ser consideradas em
termos probabilisticos, pois estes termos freqlientemente incorrem em
interpretacées sobre o comportamento da rede, ou seja, ndo existe um estado
estatico na internet.

Em [34] e [35] sdo descritas algumas diferencas na terminologia, visualizadas na
tabela 3, no que tange tempo, entre as definicbes da ITU-T e as do grupo de
trabalho IPPM. Normalmente, estas diferengas provém do fato dos dois o6rgaos
possuir experiéncias distintas: os documentos da ITU-T possuem uma origem de
telefonia, enquanto a IETF possui uma base na area de computacado. Portanto, os

termos podem gerar certa confusao.

TABELA 3. DIFERENCAS ENTRE TERMOS IETF E ITU-T

Termo do IPPM Termo da ITU-T Significado

Sincronizagéo Erros na Diferenga entre dois relégios
temporizagdo

Precisao Erro de temporizagéo | Diferenca para a resolugéo de tempo real
da UTC

Resolugéo Periodo de Medidas de precisdo de um determinado
amostragem relégio

Skew time drift Medidas de diferenca de precisdo ou do

sincronismo

Em [34], [35] e [36], as métricas do grupo IPPM sdo baseadas na amostragem
randémica de trafego e para cada métrica ou grupo de métricas existem diferentes
recomendacdes RFCs (Request For Comments). Como conectividade é o principal
motivo de existéncia da Internet [37], as métricas definidas pela IETF sdo baseadas
na conectividade tanto em apenas uma direcdo quanto nas duas direcées.

Para as redes IP, a ITU estd desenvolvendo uma recomendacédo que define

métricas IP semelhantes aos parametros de desempenho de transferéncia de

pacotes [38].



TABELA 4. PARAMETROS DE DESEMPENHO IP [38]
Métricas IP Descrigdo
IPTD | IP packet transfer delay. Atraso Retardo do datagrama (ou do ultimo

na transferéncia do pacote IP

fragmento) entre dois pontos de referéncia.
Retardo fim-a-fim ou laténcia dentro de uma
rede.

Mean IP packet transfer delay.
MIPTD | Retardo médio na fransferéncia
do Pacote IP

Média aritmética dos atrasos de transmisséao
dos datagramas de interesse.

IP packet delay variation.

IPDV | Variagéo do atraso do pacote IP

Variagao de atraso admissivel na rede para
evitar congestionamentos.

IPER | IP packet error ratio.

Taxa de erros do pacote IP

Taxa de datagramas errados de todos os
pacotes IP recebidos.

IPLR | IP packet loss ratio.

Taxa de Perda de pacotes IP

Taxa de datagramas perdidos de todos os
pacotes IP de interesse transmitidos

18

Quanto maior for o valor do atraso ou da perda de datagramas, mais dificil sera
para as camadas de transporte sustentar grandes larguras de banda. O valor minimo
da métrica fornece uma indicagcado do atraso devido a laténcia da rede, retardos de
propagacao e transmissdo [36]. Os valores da meétrica (atraso) acima do valor
minimo representa uma indicagdo de congestionamento presente ao longo do
caminho.

Como os fluxos de QoS devem ser mapeados em termos de métricas, pois sdo
elas que definem os tipos de QoS que a rede pode suportar [11], sera descrito com
mais detalhes as métricas que considero as mais importantes: atraso (delay) e perda

(loss), ou seja, com as mesmas pode-se mapear o maior nimero de servicos com

QoS.

2.4.2. Causa de Atrasos

A laténcia da rede é causada principalmente pelo atraso na propagacéo, atraso
no processamento, atraso na transmissdo e atraso nas filas, causado por
congestionamento [39]. O atraso na propagacao € constante para fibras 6ticas e fios
de cobre. O atraso na transmissédo € linear ao tamanho do pacote. Juntos eles
formam a laténcia da rede, parte do atraso fim-a-fim. Além disso, existem os atrasos

do sistema operacional, atrasos nas interfaces de entrada e saida, atrasos nas
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aplicagOes e atrasos de compressao e descompressao, dentre outros.

Estudos [40] indicam que a tolerancia a atrasos pode variar significativamente de
usuario para usudrio. Para aplicativos de voz, usuarios tolerantes que solicitaram
atrasos de 200 ms ou menos, os valores de 300-800 ms foram aceitaveis. Segundo
[41], humanos podem tolerar aproximadamente 250 ms de laténcia antes de notar os
efeitos, sendo que laténcia esta relacionada com trés fatores: tipos de roteadores
(desempenho), disponibiliza¢ao de roteadores em circuitos privados, organizacdes e
provedores de servico (para controlar a utilizacdo de largura de banda e com isso a
laténcia) e a Internet nao foi originalmente projetada para comunicagées em tempo
real.

A tabela 5 ilustra fontes de atraso em conexdes de roteador-roteador e PC-PC,
para as interfaces G.723 e G.729, respectivamente, onde os maiores valores
referem-se ao tempo de propagacado e enfileiramento e os atrasos presentes em
enlaces de acesso de baixa velocidade. A tabela ndo leva em consideracéo atrasos
de sistema operacional, que pode aumentar significativamente os atrasos , assim

como perdas ocasionais de pacotes devido a congestionamentos.

TABELA 5. ATRASOS UNIDIRECIONAIS [40]

Roteador-Roteador PC-PC
Fonte do Atraso G.7231 G.729A G.723.1 G.729A
Codificacéo/Decodificacéo 82 ms 30 ms 82 ms 30 ms
Acesso 40-80 ms 40-80 ms 100-340 ms | 100-340 ms
Transmisséo <1ms <1ms 20-40 ms 10-30 ms
Internet (Propagacao e 30-100ms |{30-100 ms |30-100 ms |30-100 ms
Enfileiramento)
Total 152-162 ms | 100-210 ms | 232-562 ms | 170-500 ms

A figura 2 ilustra a qualidade percebida em funcdo do atraso e perda para
aplicagcdes de voz. Para que haja uma QoS satisfatéria, a perda de pacotes ndo

deve ultrapassar 20% e o valor total dos atrasos nao deve ultrapassar 400 ms.
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FIGURA 2. MAPEAMENTO QOS PARA INTERNET UNIDIRECIONAL [40]
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2.4.3. Causa das Perdas

As perdas sdo causadas pelo congestionamento e instabilidade de roteamento,
como mudanca de rotas, falhas e perdas temporarias dos enlaces. O
congestionamento € a causa mais comum da perda. A instabilidade no roteamento e
perda temporaria dos enlaces sdo menos comuns e as perdas devido a falhas nos
enlaces sdo ainda mais raras nas redes de backbone.

Para detectar perdas, todo pacote deve possuir um nimero de seqiiéncia unico.
Porém, é dificil saber se o pacote ainda ndo chegou ou se esta perdido. Na pratica,
usa-se um timeout de 5 segundos para o tempo de viagem de ida-volta RTT (Round
Trip Time). Para os atrasos apenas de ida, torna-se um pouco mais dificil de usar um
timeout , se os reldgios nao estao sincronizados, mas se alguns pacotes de nimero
de seqliéncia maior chegaram, é quase certo que o pacote anterior foi perdido [40].
Normalmente, a medi¢cao do tempo de viagem de ida-volta é realizada através de um
pacote UDP ou ICMP echo (Intemet Control Message Protocol), este Ultimo usado

para lidar com mensagens de erro e de controle, e espera-se pelo seu retorno.
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2.5.APLICAGOES

As aplicagbes podem reagir a atrasos e a perda de informacgdes de formas
distintas.

Quanto aos atrasos, as aplicagdes podem ser definidas como [42]: fluxos em
tempo real (real-time streaming ); transferéncia de blocos em tempo real (real-time
block transfer) e aplicagdes que nao exigem tempo real (non-real time applications).

Tempo real refere-se a sensibilidade em relagcdo ao tempo da informacao
entregue pela aplicagdo. A informagdo, por sua vez, pode ser classificada em
‘baseada no tempo” (fime-based) e “nao—baseado no tempo” (non-time based). Por
exemplo, video, audio e animacgao sao informagdes baseadas no tempo, pois geram
uma seqiéncia continua de blocos de dados que deve ser executado
consecutivamente em instantes de tempo pré-determinados (exemplo: video pode
ser mostrado a uma taxa de 15 ou 30 quadros de video por segundo).

Quanto a perda de pacotes, as aplicagcdes podem reagir de maneira [38]:

Fragil : quando a perda de pacote excede certos limites, a qualidade é degradada.
Tolerante: a aplicacao pode tolerar perda de pacotes, mas quanto maior for a perda
de pacotes, menor sera a qualidade do servigo.

Elastica: a aplicagao pode tolerar até uma grande taxa de perda de pacotes, mas
seu desempenho pode ser prejudicado quando a taxa de transmissdo € muito

elevada.
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3. MODELOS DE QOS

O protocolo IP além de ser um protocolo nao-orientado a conexao, também é
“sem estado” (stateless), pois os roteadores ao longo do caminho nao mantém
informacodes especificas sobre o estado de cada fluxo. Os pacotes, pertencentes a
um fluxo, sdo roteados apenas conforme suas tabelas de roteamento. Devido a
simplicidade e escalabilidade deste esquema, € que a Internet foi tdo bem sucedida.
Porém néo é o suficiente para fornecer QoS, ou seja, o conjunto original de
protocolos TCP/IP nao fornece gerenciamento nem controle dos recursos da rede
necessarios para se obter a qualidade desejada [43].

As razbes pelas quais o IP nado ter utilizado as nogdes de QoS séo [44]:
Primeiramente, devido ao fato do conjunto de protocolos TCP/IP ter sido idealizado
para que todos recebessem o mesmo tratamento no acesso, ou seja, igualdade e
justica para todos. Segundo, porque os roteadores utilizam a estratégia de fila FIFO.
Terceiro, o colapso na Internet trouxe mudancas ao TCP que permitiram que o
mesmo adaptasse sua taxa de transmissao conforme os recursos disponiveis na
rede. Essa modificagao € denominada de slow start [45]. Como nenhuma aplicacéo
necessitava de QoS nunca houve antes a necessidade de reprojetar o TCP/IP.

Quando QoS significa prover certa prioridade a determinados tipos de trafego, o
problema € “aonde” atribuir a prioridade. O IETF possui duas propostas para atribuir
prioridade para o trafego na Internet: através da reserva de recursos salto-a-salto
(hop-by-hop) pelo servigo integrado IntServ ou marcando o pacote nas bordas do
dominio pelo servigo diferenciado DiffServ. Outra proposta que objetiva melhorar o
desempenho dos roteadores no nucleo da rede é rotular o datagrama IP na entrada

do dominio, através da comutagao de rétulos MPLS.
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3.1.SERVIGOS INTEGRADOS - INTSERV

Os servicos de “melhor esforco” ou “sem QoS” sdo implementados através de
filas denominadas como “primeiro que entra , primeiro que sai’ , ou seja, a fila tipo
FIFO, que nada mais é que a capacidade de armazenar e em seguida enviar.
Também conhecido como “primeiro que chega € o primeiro a ser servido”, FCFS
(first come first served). De forma bem simples, os pacotes sao armazenados em
uma fila quando a rede estd congestionada e sdo enviados quando nao ha
congestionamento. Se a fila estiver cheia, os pacotes sao descartados. Nao existe
nenhum tipo de diferenciacéo de fluxo ou classe, nenhuma garantia de taxa ou de
atraso. FIFO é o algoritmo de fila default, por isso nao exige nenhum tipo especial de
configuragao.

A falta de garantias ou niveis de QoS na Internet € considerada uma de suas
maiores limitagdes. Para resolver este problema o IETF formou um grupo para
pesquisar uma forma de reservar recursos na rede e fornecer garantias de
desempenho aos usuarios, de forma a fornecer garantias de QoS baseado em
fluxos. Também denominado de IntServ [30], definida pela RFC 1633, ou “hard-
QoS”, o modelo € composto de quatro elementos, conforme mostra a figura 3:
escalonamento de pacotes, classificacdo dos pacotes, controle de admissdo e

protocolo de sinalizacao.

FIGURA 3. ARQUITETURA DO MODELO DE SERVICOS INTEGRADOS [30]
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3.1.1. Classificador (Classifier)

O classificador mapeia cada fluxo entrando na rede para uma classe e todos os
pacotes, pertencentes a mesma classe, recebem o mesmo tratamento do
escalonador. Uma classe pode corresponder a muitos fluxos, como por exemplo,
todos os fluxos de video, ou uma classe pode conter apenas um unico fluxo. O
endereco de destino nao é o suficiente para selecionar a classe de servico que o
pacote deve receber, ou seja, necessita-se de mais informagcdes. Uma maneira,
seria permitir que o classificador analise mais campos do pacote, como o endereco
da fonte, o numero do protocolo e as portas. Dessa maneira, os fluxos de video

poderiam ser reconhecidos pela porta no cabecgalho do protocolo.

3.1.2. Caracterizagao do trafego

Depois do trafego ter sido classificado, ele deve ser medido de acordo com niveis
pré-definidos, em termos de largura de banda e rajada. O principal mecanismo de
implementacao utilizado é o balde de fichas (foken bucket), mostrado na figura 5. Ele
¢ definido por uma taxa de dados r e uma rajada b. A analogia é imaginar um balde
com uma determinada capacidade maxima que contém fichas que s&o inseridas
regularmente. Uma ficha corresponde a permissao para transmitir uma quantidade
de bits. Quando chega um pacote, o seu tamanho é comparado com a quantidade
de fichas no balde. Se existir uma quantidade suficiente de fichas, o pacote é
enviado. Senao, geralmente é inserido em uma fila para que aguarde até haver
fichas suficientes no balde. isso € chamado de suavizagdo ou moldagem de trafego.
Caso o tamanho da fila seja zero, todos os pacotes fora do perfil (que nao
encontram fichas suficientes) sao descartados.

A RFC 1363 [46] descreve a especificacdo que o fluxo deve ter para
qualquer tipo de solicitacdo, seja para fluxos garantidos ou aplicagdes que desejam

informar a rede sobre suas necessidades.
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A figura 4 mostra o formato da especificagao para o trafego de fluxos com

seus respectivos campos [46]:

FIGURA 4. FORMATO DE ESPECIFICAGAO DE TRAFEGO [46]

0 16 31
VER MTU
TBR TBS
MTR MDN
MDV LS
BLS LI
QoG

A especificagdo do fluxo é unidirecional, para fluxos multidirecionais deve-se
solicitar a especificagdo nos dois sentidos. O campo VER (version) identifica o
nimero da versdo da especificacdo do fluxo. O campo MTU (Maximum
Transmission Unit) corresponde ao numero maximo de bytes no maior pacote
possivel de ser transmitido sobre o fluxo. O campo TBR (Token Bucket Rate) é um
dos trés campos usados para definir como o trafego € injetado na rede pela
aplicagao. Ele determina qual a taxa de insergéo de fichas no balde, onde para cada
fluxo mantém-se um balde separado. Para enviar um pacote sobre o fluxo, deve-se
remover o numero de fichas representando o tamanho do pacote. Se nao houver
fichas suficientes, deve-se esperar a insergcdo de novas fichas. Caso este campo
esteja setado para zero, significa que a aplicagao nao realizou nenhuma solicitagdo
para garantir a largura de banda. Os outros dois campos sao TBS (Token Bucket
Size) e MTR (Maximum Transmission Rate). O TBR controla a quantidade de dados
que o fluxo pode enviar na taxa de pico. Se o valor do campo TBR for B e a taxa de
insergdo de fichas no balde R, sobre qualquer intervalo de tempo T, a quantidade
de dados que o fluxo transmite ndo pode ultrapassar o valor B + (R * T) em bytes. O
campo MTR limita a velocidade de transmissdo consecutiva dos pacotes, pode-se
dizer em outras palavras, que corresponde a taxa de esvaziamento do balde em
bytes. O campo MDN (Minimum Delay Noticed) informa a rede o valor minimo de

atraso fim-a-fim que a aplicagdo pode tolerar em microsegundos. O campo MDV
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(Maximum Delay Variation) informa a rede a variacdo de atraso toleravel pela
aplicacao e corresponde a diferenca de atraso (em microsegundos) entre o atraso
maximo e minimo permitido. O campo LS (Loss Sensitivity) indica a sensibilidade do
trafego de fluxos quanto a perdas de pacotes. Este campo pode ser representado de
duas maneiras: como um numero de perda de pacotes de tamanho MTU em um
determinado intervalo ou um valor de indicagao de sensibilidade, que pode ser O
(fluxo insensivel a perdas) ou 1 (fluxo sensivel a perdas), neste caso, a rede deve
escolher a rota com a menor taxa de perda possivel . O campo BLS (Burst Loss
Sensitivity) expressa a sensibilidade a perdas consecutivas de pacotes. Este campo
enumera o humero maximo de pacotes de tamanho MTU que podem ser perdidos.
Se o campo contiver um valor 0, significa que o fluxo ndo é sensivel a perdas
consecutivas. O campo LI (Loss Interval) determina o periodo pelo qual ocorre o
maior numero de perdas por intervalo de tempo, ou seja, o numero de perdas nao
deve ultrapassar o numero ou valor estipulado no campo LS. Finalmente, o campo
QoG (Quality of Guarantee) pode conter um dos seis valores abaixo relacionados:

0 - a aplicagdo ndo solicita nenhuma garantia, apenas especifica um

desempenho para o fluxo.

100 (hex) — a aplicagao solicita uma garantia imperfeita.

200 (hex) — a aplicagao solicita um servico garantido previsivel e se isto néao for

possivel entdo nenhum fluxo deve ser estabelecido.

201 (hex) — a aplicagao solicita um servigo previsivel, porém tolera imperfeigdes.

300 (hex) — a aplicagdo exige servigo garantido e se isto nao for possivel entdo

nenhum fluxo deve ser estabelecido.

301 (hex) — a aplicagdo exige servico garantido, porém é flexivel quanto a

imperfeicdes.
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FIGURA 5. ALGORITMO DO BALDE DE FICHAS
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3.1.3. Escalonamento de Pacotes (Packet Scheduler)

O escalonador gerencia as filas de diferentes fluxos de pacotes utilizando um
conjunto de mecanismos de escalonamento ou outros mecanismos como
temporizadores. O escalonador de pacotes € implementado no local onde os
pacotes estao enfileirados e pode implementar fungées de policiamento de trafego,
que assegura que uma maquina nao viole as caracteristicas prometidas.

A fungao basica do escalonador [2] € reordenar a saida das filas e isso pode ser
realizado de diversas maneiras. A forma mais simples, porém, € a estratégia de
prioridades, na qual os pacotes sao ordenados pela sua prioridade e os que
possuem prioridade mais alta deixam a fila antes. Outra forma, € um esquema de
escalonamento alternativo, denominado de ciclico (round-robin), que atribui acessos
distintos aos pacotes com classes diferentes para compartilhar um enlace.

Uma forma que as redes tratam o trafego em caso de sobrecarga (overflow), para
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evitar que o congestionamento ocorra, € através do uso de algoritmos de
escalonamento usados para classificar os pacotes e entdo determinar qual a melhor
maneira de prioriza-los e envia-los para a porta de saida. Os métodos mais
conhecidos sao [47]:

e Escalonamento priorizado PQ (Priority Queuing)

o Escalonamento customizado CQ (Custom Queuing)

e Escalonamento justo ponderado WFQ (Weighted Fair Queuing)

¢ Escalonamento baseado em classes CBQ (Class Based Queuing)

As técnicas de controle de congestionamento sdo métodos implementados em
roteadores no nucleo da rede (core routers), para fornecer, de certa forma, uma
classe de servico diferenciado. Os métodos envolvem a criagao de diferentes tipos

de filas para diferentes classes de trafego.

3.1.3.1. Escalonamento Priorizado (Priority Queuing)

O escalonador priorizado foi projetado para priorizar estritamente o trafego
considerado mais importante [47]. Neste caso, deve-se marcar cuidadosamente o
trafego que atravessa os diversos enlaces pertencentes a rede WAN para que
efetivamente recebam tratamento com prioridade.

Basicamente, trata-se de uma disciplina de agendamento de multiplas filas FCFS,
ou seja, primeiro que entra é o primeiro que sai, com uma politica de escalonamento
priorizada, onde o pacote com prioridade mais alta € o primeiro a ser transmitido.
Possui uma diferenciacao de classes, mas sem garantias quanto aos parametros de

atraso e taxa de transmissao. A figura 6 ilustra como opera este algoritmo.
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FIGURA 6. ALGORITMO DE ESCALONAMENTO PRIORIZADO (ADAPTADO DE [48])
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O algoritmo de escalonamento priorizado PQ, mostrado na figura 6, fornece uma
fila individual para cada classe de prioridade, que significa, que cada pacote é
posicionado em uma das quatro filas: alta, média, normal ou baixa. Os critérios de
classificagdo podem ser o tipo de protocolo, a interface de entrada, tamanho do
pacote, segmentos a listas de acesso, conforme ilustrado na figura 7. Pacotes que
nado tenham sido classificados sdo tratados pela fila normal. Em caso de
congestionamento, as filas sdo esvaziadas na seguinte ordem: alta, média, normal e
baixa e se uma fila ficar maior que o limite pré-estabelecido, os pacotes s&o
descartados. A vantagem deste tipo de escalonador é que fornece um tratamento
especial para trafegos de prioridades mais altas. Sua desvantagem é que sua

configuragéo € estatica, ou seja, ndo se adapta as constantes mudancgas da rede.
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FIGURA 7. ESCALONAMENTO PRIORIZADO ADAPTADO DE [48]
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3.1.3.2. Escalonamento Customizado (Custom Queuing)

No algoritmo de escalonamento customizado CQ, as filas sdo mantidas
separadamente conforme as classes de trafego [47]. CQ foi projetado para permitir
que varias aplicagées ou organizagées pudessem compartilhar os recursos da rede
entre as aplicagbes, com uma largura de banda. Nestes casos, a largura de banda
deve ser compartilhada proporcionalmente entre as aplicagées e os usuarios.

Depois que o trafego entrando na rede tenha sido adequadamente classificado,
através de exigéncias e solicitagdes pré-estabelecidas, o escalonador customizado
reserva uma certa quantidade de espaco nas filas para cada classe de pacotes. Por
exemplo, pode-se reservar metade da largura de banda para uma certa aplicagao e
permitir que a outra metade seja usada por protocolos como o IP e o IPX
(Intemetwork Packet Exchange).

O algoritmo posiciona as mensagens em uma de suas 17 filas. A fila 0 é
reservada para mensagens do sistema (como mensagens de sinalizagdo, por

exemplo) e &€ a primeira fila a ser esvaziada. Além disso, nenhum outro trafego pode
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ser atribuido a esta fila. As filas de 1 a 16 s&do esvaziadas conforme sua
classificacao. Os pacotes sao retirados das filas ciclicamente (round-robin), e cada
fila possui um contador de byte que especifica quantos bytes de dados o sistema
deve transmitir antes de ir para a préxima fila. Por isso, a largura de banda, por
exemplo, pode ser indiretamente especificada em termos de quantidade de bytes
por contador.

Suponha o seguinte exemplo: uma solicitacao foi feita para que a largura de
banda fosse dividida igualmente entre trés protocolos € que os mesmos possuem
exigéncias diferentes: o primeiro protocolo requer pacotes de 1086 bytes por pacote,
outro 291 bytes e o terceiro 831 bytes. Para dividir igualmente a largura de banda
entre os protocolos, o administrador pode configurar, de forma genérica e resumida,
o contador de bytes da seguinte maneira [47]:
Passo 1 Para cada fila, atribuir a percentagem de banda que se deseja alocar a fila,
através do tamanho do pacote. Por exemplo: 20% , 60% e 20%.
Passo 2 Normalizar os numeros , dividindo pelo nimero de mais baixo valor. O
resultado € a razdo de numero de pacotes que deve ser enviado. No exemplo dado,
os resultados seriam 1e 11,2e 1,3.
Passo 3 A fragao para qualquer um dos valores representa que um pacote adicional
deve ser enviado, portanto deve-se arredondar os numeros para se obter a
contagem de pacotes. Portanto: 1, 12 e 2.
Passo 4 Converter a razdo do numero do pacote em bytes, multiplicando-os pelo
tamanho total do pacote. Portanto: (1 * 1086) + (12 * 291) + (2 * 831) = 1086 + 3492
+ 1662 = 6240 bytes.
Passo 5§ Determinar a percentagem de distribuicdo de banda real, que sera enviada
por cada fila, ou seja, no exemplo, dividindo-se cada um pelo valor total de bytes:
1086/6240 = 17,4%; 3492/6240 = 56%; 1662/6240 = 26,6%.

O resultado acima & préoximo do valor de distribuicdo desejado de 20%, 60% e

20%. A figura 8 ilustra de forma esquematica o exemplo.
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FIGURA 8. ESCALONAMENTO CUSTOMIZADO [47]
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Assim como o escalonamento priorizado, o escalonamento customizado possui
uma configuragao estatica e ndao se adapta automaticamente as alteracées da rede.

A figura 9 ilustra esquematicamente o algoritmo de escalonamento customizado.

FIGURA 9. ALGORITMO DE ESCALONAMENTO CUSTOMIZADO (48]
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3.1.3.3. Escalonamento Justo (Fair Queuing)

O escalonador justo FQ, também denominado de escalonador justo ponderado
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distribuido DWFQ (Flow-based Distributed Weight Fair Queuing) [47], € um algoritmo
dindmico baseado em fluxo, que realiza duas fung¢des simultaneamente: agenda o
trafego interativo para o comego da fila, para reduzir o tempo de resposta, e
compartilha “igualmente” (pesos iguais) a largura de banda remanescente entre
fluxos. Em outras palavras, o FQ permite priorizar trafego de baixo volume (como
sessbes Telnet) sobre trafego de maior volume (como sessdes de transferéncia de
arquivos FTP (File Transfer Protocol) [47]. O escalonamento no roteador ou
comutador é reorganizado toda vez que um pacote novo entra na rede [44].

O algoritmo FQ classifica o trafego em diferentes fluxos, baseado no endereco do
cabecalho (endereco de fonte e destino ou enderecgo fisico MAC — Media Access
Control ), baseado no protocolo, na porta da sesséo, nos identificadores da camada
de enlace, como no valor do DLCI (Data Link Connection identifier) do Frame Relay
e no valor do tipo de servigo do campo ToS.

Existem duas categorias de fluxos: as sessbes que exigem alta largura de banda
e as sessdes de baixa largura de banda, sendo que esta Ultima (maioria do trafego),
possui prioridade mais elevada. O trafego de maior taxa compartilha o servico de
transmissao proporcionalmente, conforme a atribuicao de pesos.

Quando a distribuicdo da largura de banda é realizada atribuindo-se diferentes
pesos (weights), denomina-se de justo ponderado. Este é o escalonamento padrao
para a maioria das interfaces seriais configuradas para transmitir fluxos E1
(velocidades de 2.048 Kbps) ou inferior. Os pesos fornecem informagao de
prioridade. A figura 10 mostra que os pacotes de maior prioridade sao escalonados
por primeiro, sendo que o peso maximo determina qual sera a parcela do enlace
reservada para uma determinada classe de trafego [49].

Existe uma variagdo deste algoritmo que é baseada em classes e ndo em fluxos.
Nesta variagao reserva-se uma fila para cada tipo de classe, sendo que as classes
sdo caracterizadas pela largura de banda, peso e limite maximo de pacotes, além de
especificar o tamanho da fila, ou seja, a permissdao para acumular nimero de

pacotes em uma mesma fila.
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3.1.3.4. Escalonamento Diferenciado (Class Based Queuing)

Normalmente, trafegos sensitivos a atrasos sao tratados antes e por isso para os
outros tipos trafegos usam-se filas maiores. O descarte de pacotes pode ser
controlado de diversas maneiras: através da detecgao randémica antecipada RED
(Random Early Detection), que usa métodos probabilisticos, para iniciar o descarte
quando se atinge um determinado limiar de fila, a fim de aumentar a probabilidade
de armazenamento de pacotes com prioridade mais alta. Por exemplo, pacotes que
possuam tipos diferentes de servigos sao colocados em filas diferentes, e dentro de
um dado tipo de servico, os pacotes de maior prioridade sao descartados antes

daqueles com prioridade mais baixa.

3.1.4. Controle de Admissao (Admission Control)

Este componente implementa o algoritmo de decisao que um roteador utiliza para
determinar se um novo fluxo de trafego pode ser admitido sem impactar nas
garantias de QoS contratadas previamente. O controle de admissao € invocado em
cada no para realizar o processo de decisao local sobre aceitacao ou rejeigéo. Para

decidir se a solicitagdo pode ser atendida, normalmente depende de politicas de
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reserva ou simplesmente da disponibilidade de recursos. Uma vez que o controle de
admissdo tenha completado sua fungdo com sucesso, os recursos locais s&o
reservados imediatamente. Compreende dois modos: o modo tradicional, que lembra
sobre os parametros de servigos de solicitagbes passadas e realiza o calculo
baseado nos piores casos (piores limiares) de cada servico. Outro modo, que
fornece uma otimizagao do enlace, € programar o roteador para medir o uso atual de
fluxos existentes e, através destas medi¢des, realizar a admissao de novos fluxos.

A necessidade do controle de admissé&o € parte integrante do modelo do servigo
global, porém os detalhes de como o algoritmo opera € um problema de ordem local.
Com isso, os fornecedores podem competir entre si, fornecendo diferentes tipos de
algoritmos para implementar esta fungao.

Enquanto o controle de admissao assegura a capacidade adequada ao longo da
rota, o escalonador assegura um atraso limitado nas filas, quando a capacidade da
rede &€ compartilhada com outras classes de trafego com diferentes caracteristicas
de QoS [50].

Como cada fluxo de trafego necessita de uma certa quantidade de recursos,
como largura de banda no enlace e espaco no buffer do roteador, para transferir
dados da fonte para o destino, o controle de admissao gerencia estes recursos na
rede. O objetivo final € computar com a maior precisdo possivel a regidao de
admissao, pois se um algoritmo negar acesso a um determinado fluxo, que poderia
ter sido aceito, os recursos da rede estardo sendo sub-utilizados.

O controle de admissao pode ser: deterministico, estatistico e medido. Os dois
primeiros usam uma estimativa pré-determinada, enquanto que o Ultimo é baseado
em medidas atuais dos parametros escolhidos. O modo deterministico usa o célculo
do tipo “pior caso’, que nao permite nenhuma violagdo de QoS. E considerado
aceitavel para fluxos de trafego continuos, mas é ineficiente para fluxos em rajadas.
Tanto o modelo estatistico quanto o medido fornecem uma pequena probabilidade

de violagéo de QoS, mas asseguram uma utilizagdo maior dos recursos da rede.
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3.1.5. Protocolo de Sinalizacao (Setup Protocol)

O protocolo de reserva de recursos interage com o roteamento para estabelecer,
no primeiro instante, a melhor rota através da rede. Depois, baseado no
mapeamento de QoS e no controle de admissao, em cada modulo local (p.ex.: CPU,
memoria, dispositivos de entrada/saida, comutadores, roteadores, etc.), os recursos
fim-a-fim s&o alocados. O resultado final € que os mecanismos de controle e
gerenciamento de QoS sdo configurados de forma mais adequada.

O protocolo de sinalizacao proposto pelo IETF € o RSVP (Resource Reservation
Protocol). A reserva € inicializada pelo usuario receptor e podem ser de trés tipos :

Filtro curinga WF (Wildcard-Filter) : a reserva € compartilhada com todas as

origens, ou seja, a reserva se propaga em direcao a todas as maquinas.

Filtro fixo FF (Fixed-Filter) : reserva € individual para uma origem.

Filtro compartilhado explicito SE (Shared-Explicit) : a reserva € compartilhada

entre as origens que foram pré-selecionadas, ou seja, o receptor pode escolher

os transmissores.

A diferenga entre o curinga e o compartilhado € que na reserva compartilhada o
receptor escolhe um conjunto fixo de transmissores, dentre varios disponiveis na
conexao, para compartilhar recursos.

O protocolo de reserva de recursos RSVP [51] é considerado o protocolo de
sinalizagdo “de facto” da arquitetura IntServ [44]. Apesar do RSVP ser um
complemento do servigo integrado IntServ, trata-se de uma tecnologia independente
[12].

O protocolo RSVP nado pode ser caracterizado como sendo um protocolo de
roteamento, pois além de nao transportar carga atil [32], também n&o fornece
nenhum mecanismo para determinar qual a rota mais adequada para acomodar a
QoS solicitada pela aplicagao [11]. Existe porém uma interag@o entre o protocolo de
reserva de recursos e o roteamento. Esta interagdo é sumarizada em quatro fatores

[30]: primeiro, encontrar a rota que acomode a reserva de recursos; segundo,
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encontrar uma rota que possua capacidade suficiente e ndo reservada para o novo

fluxo; terceiro, adaptar-se a uma falha na rota; e finalmente adaptar-se as mudangas

no roteador.

1)

2)

4)

Os itens seguintes destinam-se a resumir o funcionamento do protocolo RSVP :
A origem conhece as especificacbes do trafego que pode transmitir, mas é o
destino que sabe exatamente o que esta apto a receber. Portanto, o protocolo
RSVP envia uma mensagem, denominada PATH, contendo os parametros de
especificacao de trafego Tspec (traffic specification) ao endere¢o de destino.
Além das especificagdes TSpec, a mensagem RESV (reservation) inclui a
especificacdo de solicitagdo Rspec (request specification), que indica o tipo de
servico integrado que foi solicitado (garantido ou carga controlada) e uma
especificacao de filtro FSpec (filter specification), que caracteriza os pacotes, por
exemplo, protocolo de transporte e numero da porta. Juntos, RSpec e FSpec
representam o descritor de fluxos (flow-descriptor), que os roteadores utilizam
para identificar cada reserva.

A primeira fungao da mensagem PATH é instalar um estado de roteamento
reverso em cada roteador, ao longo da rota, e segundo fornecer ao receptor toda
a informacéo sobre as caracteristicas da origem e fornecer a rota fim-a-fim para
que a reserva possa ser realizada [31].

Cada roteador, suportando o protocolo RSVP, estabelece um estado de rota que
inclui o endereco de origem da mensagem PATH, isto é, o proximo salto em
dire¢cao ao transmissor.

O receptor € responsavel por confirmar e estabelecer oficialmente a reserva e
propaga em direcdo ao transmissor, realizando a reserva em cada roteador ao
longo do caminho. Quando cada roteador, ao longo da rota, recebe a mensagem
RESV, ele usa um processo de controle de admissdo para autenticar a
solicitacdo e alocar os recursos necessarios. Se a solicitagdo n&o pode ser
satisfeita (problemas de falta de recursos ou falhas na autenticagédo), o roteador

retorna uma mensagem de erro ao receptor. Caso contrario, envia uma
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mensagem RESV ao proximo roteador. Quando o ultimo roteador receber a

mensagem RESV e aceitar a solicitagao, ele envia uma mensagem de

confirmagao ao receptor . Observe que o ultimo roteador € aquele que se localiza

0 mais proximo do transmissor.

Existem dois estilos de protocolos de reserva : o tipo “hard state" (HS), também
denominado de "orientado a conexao" e o "soft state” (SS), também chamado de
“nao orientado a conexao” [30]. Nos dois tipos, a distribuicao multidestino (multicast)
é realizada usando um estado especifico de fluxo em cada roteador ao longo da
rota, onde no tipo HS, este estado € criado e removido de forma deterministica em
cooperagao com todos os roteadores envolvidos (exemplo protocolo ST-IlI Revised
Internet Stream Protocol) [52]. O protocolo RSVP é do tipo soft-state (SS), que usa o
estado de reserva armazenado em memoria cache e € periodicamente atualizada
pelas maquinas. Estados que nao sao usados por um determinado tempo sao
descartados pelos roteadores [53]. Se a rota muda, as mensagens de atualizacao

instalam automaticamente um novo estado para esta nova rota.

FIGURA 11. PROTOCOLO DE RESERVA DE RECURSOS

Roteador A Roteador B Roteador C
Roteador D
e
N S
Mensagem PATH Mensagem PATH Mensagem PATH
Mensagem RESV Mensagem RESV Mensagem RESV

A figura 11 ilustra de forma esquematica a transmissdo da mensagem PATH
contendo a especificagao do trafego do fluxo e a recepgao da mensagem RESV. A
especificacdo sobre o fluxo & levada pelo protocolo de sinalizagado de reserva de
recursos, passa pelo controle de admissao, pelo teste de aceitagéo, e finalmente usa

estes parametros para configurar o escalonador de pacotes.
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3.1.6. Classes de Servigo da Arquitetura IntServ

O modelo de servigos integrados IntServ permite a integracdo de servicos QoS
com os servicos de melhor esforgo. O grupo de trabalho de Servicos Integrados do
IETF definiu duas classes de servico: servico garantido [54] e servico de carga
controlada [55]. Ambos suportam a fusdo de fluxos ou agregacédo de fluxos para
melhorar a escalabilidade da rede.

O servigo garantido (Guaranteed Service) foi projetado para suportar exigéncias
de aplicagcbes em tempo real, ja o servico de carga controlada (Controlled-load
service ) fornece uma qualidade de servigo similar ao modelo de melhor esforco em
uma rede sub-utilizada, sem perdas e atraso. Em caso de sobrecarga da rede, o
servico foi projetado para compartilhar a largura de banda de fluxos agregados de

forma controlada.

3.1.6.1. Servigo Garantido

O servigo garantido foi projetado para aplicagdes intolerantes a atraso RTI (Real
Time Intolerant Applications) que requerem uma determinada largura de banda
minima e um atraso maximo [31]. Os pacotes nao sédo perdidos, nem experimentam
atrasos que ultrapassam os limites estabelecidos. Este tipo de garantia & feito
através da reserva de recursos na rede.

Para que um roteador possa invocar o servico garantido para um determinado
fluxo de dados, ele precisa ser informado sobre as caracteristicas de trafego do fluxo
Tspec juntamente com as caracteristicas de reserva de recursos Rspec. Nos pontos
de acesso, o ftrafego deve ser policiado para assegurar conformidade nas
especificacdes de trafego. Os pacotes que ndo estdo em conformidade séo roteados
em regime de melhor esforgo.

O servico garantido garante que os datagramas sejam entregues ao destino
dentro de um determinado intervalo de tempo e ndo sejam descartados em caso de

congestionamento, isto se o fluxo em questéo estiver em conformidade.
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3.1.6.2. Servico de Carga Controlada

Diferente do servigo garantido, o servico de carga controlada nao estabelece
garantias quantitativas. O roteador deve receber as especificagdes de trafego Tspec
para o fluxo, da mesma forma que é feito no servigo garantido, porém nao é
necessario incluir a taxa de pico. Se o fluxo for aceito, entdo o roteador compromete-
se a oferecer ao fluxo um servico equivalente ao servico de melhor esforco, sem
congestionamento na taxa combinada.

A diferenca mais importante entre os servicos de melhor esforco e de carga
controlada, € que o fluxo de carga controlada n&o se deteriora & medida que a carga
da rede aumenta. Ja para o servico de melhor esfor¢o, o fluxo experiementa uma
degradacao progressiva do servico (mais atrasos e perdas de pacotes) a medida
gue a carga da rede aumenta.

Neste servigco de carga controlada, o atraso médio € garantido, mas o atraso fim-
a-fim ndo pode ser determinado. O servigo pode ser implementado de varias formas
distintas, uma delas através de algoritmos de escalonamento melhorados. Uma
forma de se implementar o servigo de carga controlada para os fluxos regulados é
através de mecanismos de escalonamento priorizados, onde a prioridade mais alta
seria usada para o servigo de carga controlada e a prioridade menor para o servico
de melhor esfor¢co. O algoritmo de controle de admissao pode ser usado para limitar
a quantidade de trafego posicionado na fila de alta prioridade, baseando-se nos

parametros de especificacdo de trafego do fluxo.

3.2. SERVICOS DIFERENCIADOS - DIFFSERV

O modelo de servigos diferenciados [56], também chamado de priorizagdo ou
“Soft QoS’, foi proposto pelo IETF para resolver alguns problemas associados com o
servico integrado IntServ. As caracteristicas mais importantes do servico

diferenciado, para resolver as limitagées do IntServ s3o:
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Diferenciagdo Grossa (Coarse Differentiation): o servi¢o diferenciado nao
diferencia o trafego por fluxo, ao invés disto, trabalha com um pequeno
numero de classes bem definidas.

Classificagdo de pacotes nas bordas da rede: Na reserva de recursos
realizada pelo protocolo de sinalizagdo RSVP, cada roteador tinha que
classificar o pacote para fornecer diferentes niveis de servico. Para tornar a
solucdo mais escalavel, a classificacdo de pacotes no modelo DiffServ foi
alterada para as bordas do dominio. Os roteadores de borda classificam e
marcam os pacotes adequadamente. Os roteadores internos simplesmente
processam o0s pacotes baseados nestas marcacdes, ou seja, os roteadores
internos nao reconhecem fluxos individuais, eles entendem apenas classes de
fluxos agregados. A separagcdo da politica de controle e de fungbes de
suporte permite uma evolugao independente de cada mecanismo. A maior
desvantagem € que o roteador interno nao efetua controle de admissao, o
que pode causar situagdes de sobrecarga temporarias na rede em conexdes
de baixa banda.

Provisionamento estatico: IntServ requer reserva de recursos e controle de
admissao dinamicos em cada roteador, o que pode gerar em um nUmero
muito grande de pacotes de controle. Ja no modelo DiffServ, o controle de
admissao também foi transferido para as bordas da rede, e além disso nao
requer reservas dindmicas, € sim um provisionamento estatico a longo prazo
para estabelecer acordos de servico com os usuarios.

Sem garantias absolutas: o objetivo primordial do modelo DiffServ é
monitorar o trafego entrante no dominio, no né de entrada, e verificar a
conformidade comparando com perfis de servico pré-definidos. Baseado
nisto, os pacotes sdo marcados como “dentro” ou “fora” da conformidade. Os
pacotes marcados com “fora” sao descartados pelos roteadores.

Mais informagoes no cabegalho: o cabecalho dos pacotes contém

informagdes adicionais como tipo de servico TOS. Como exemplo de
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aplicagao, o servigo prémio pode ser oferecido como um equivalente @ uma
conexao do tipo CBR (Constant Bit Rate) de taxa constante do ATM. Outro
exemplo seria um servico com comportamento em rajadas, no qual sua
alocagao de banda é realizada dinamicamente.

O servigo diferenciado DiffServ € um modelo de discriminagdo de servico de
classe agregada (per-aggregate-class), pois executa uma classificagdo grossa do
nivel de trafego [57] [58].

DiffServ assume a existéncia de um contrato de servico SLA entre as redes que
compartilham uma fronteira [32]. O contrato SLA estabelece critérios e politicas,
além de definir o perfil do trafego. Estima-se que o trafego seja policiado nos pontos
de entrada e qualquer tipo de trafego fora das conformidades com o SLA (p.ex.:

acima dos limites superiores estipulados) ndo receba nenhuma garantia de QoS.

FIGURA 12. PONTOS DE CODIGO DO SERVIGO DIFERENCIADO [57)
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A figura 12 mostra os pontos de cédigo do servico diferenciado DSCP
(Differentiated Service Code Points). Eles redefinem o octeto tipo de servigo do IPv4,
mas os bits de prioridade sao preservados nos pontos de cédigo do seletor de
classe.

O modelo é baseado em comportamento por salto PHB, onde datagramas sao
marcados com pontos de servigo, ou seja, sem a necessidade do estado ser

gerenciado fluxo a fluxo e realizar sinalizagao a cada salto [59]. Os servicos podem
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ser fim-a-fim ou intradominio ou entao uma combinagao dos dois.
Os campos do servigo diferenciado para o IPv4 corresponde ao campo TOS e no

IPv6 ao octeto classe de trafego [57]. A figura 13 ilustra a estrutura para o IPv4:

FIGURA 13. OCTETO TIPO DE SERVICO
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O octeto TOS [19] é dividido em dois campos: 0 campo precedéncia de 3 bits e o
campo tipo de servigo. O campo precedéncia mostra a prioridade e o tipo de servigo
indica o roteamento, onde os protocolos de roteamento devem calcular uma rota
quando um bit ToS for configurado. No caso, quando o bit D de delay for setado,
calcula-se a rota mais curta, quando o bit T de throughput € configurado, calcula-se
a rota com o maior throughput, se R de Reliable estiver setado, calcula-se a rota
mais confiavel e finalmente se C de Cost estiver setado, a rota de menor custo e o
ultimo bit nao é usado.

Os bits em ToS sao uma forma que o usuario tem de informar a rede sobre o

servigo que precisa, se & tempo real por exemplo, baixo atraso e alta prioridade.

3.2.1. Comportamento por Salto (Per Hop Behavior)

O comportamento por salto PHB [56] corresponde a descrigdo do comportamento
do roteamento, por um observador externo, do n6é quando aplicado a um fluxo
agregado. Os roteadores do nucleo da rede (core routers) no modelo DiffServ
precisam rotear apenas os pacotes, cujos comportamentos PHB tenham sido
especificados. Se apenas um fluxo agregado ocupar um enlace, o comportamento

do roteamento dependera apenas do congestionamento deste enlace. Os PHBs
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podem ser definidos em termos de recursos (buffer e banda) ou em termos de
prioridade ou ainda em termos de métricas de trafego, como atraso e perdas. PHBs
sao implementados nos nés através de mecanismos de gerenciamento de filas
(queuing) ou de escalonamento de pacotes (scheduling).

A figura 14 ilustra os componentes da arquitetura do DiffServ:

FIGURA 14. ARQUITETURA DO SERVICO DIFERENCIADO
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3.2.2. Classificador de Trafego

Como ja visto no capitulo anterior, os classificadores de pacotes utilizam a
informagédo contida no cabegalho do datagrama para seleciona-los. Os
classificadores enviam os pacotes ao modulo de condicionamento para
processamento e sua fungao além de classificar € autenticar os pacotes a medida
que os seleciona. Existem dois tipos: os classificadores de agregados, que
selecionam os pacotes baseados nos pontos de codigo DS (differentiated service) e
os classificadores multi-campos, que selecionam os pacotes baseados em multiplos

valores de diferentes campos.
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3.2.2.1. Condicionador de Trafego

As quatro tarefas executadas pelo condicionador de trafego sao: medigéo do
trafego (metering), baseado em um mecanismo de balde de fichas, por exemplo,
moldagem (shapping), policiamento (policing) e/lou marcagéo (marking). Finalmente
€ tomada uma acgao para os pacotes que nao estado em conformidade com o perfil de
trafego contratado (taxa de transmissao ou rajada maior que o permitido). A acao
depende do servico oferecido, mas, em geral, pode ser o descarte, a suavizagao
(espera em uma fila) ou a remarcacgao para outro DSCP.

Em suma, o condicionador (conditioner) assegura que o trafego entrando no
dominio do servico diferenciado DS esteja em conformidade com o contrato

interdominios, ou seja, entre o dominio de origem e de destino.

3.2.2.1.1. Medicao

O condicionador recebe os pacotes do classificador e usa um “medidor’ para
medir as propriedades temporais (temporal properties) do fluxo e compara-las com o
perfil do contrato interdominios. A especificacdo de trafego ja foi vista na secéo
anterior. O resto do processamento € realizado pelos marcadores, moldadores e

médulos de policiamento baseados no perfil.

3.2.2.1.2. Marcagao

Este médulo marca o pacote setando o campo DS para um valor cédigo

apropriado. Assim, o pacote fica pertencendo a um agregado. O marcador pode

alterar a marcagao de um pacote.

3.2.2.1.3. Moldagem

A modelagem de fluxos (flow shaping) regula os fluxos baseados nas

especificagdes fornecidas pelo usuario sobre o desempenho esperado [46]. Ela pode



46

ser baseada em uma unica taxa fixa de throughput (p.ex.: taxa de pico) ou algum
outro tipo de representacdo estatistica (p.ex.: taxa sustentavel). A maior vantagem
na modelagem de fluxos é que o trafego sera regulado de forma a ndo exceder os
parametros de QoS contratados. Os pacotes podem ser descartados se houver

sobrecarga do buffer.

3.2.2.1.4. Policiamento

O policiamento do fluxo (flow policing) observa se o nivel de QoS contratado esta
sendo mantido pela provedora de servigos. Se o esquema de modelagem de fluxos
foi bem feito na fonte, 0 mecanismo de policiamento pode faciimente detectar fluxos
com comportamento duvidoso. A acao tomada pelo policiamento pode variar desde
a aceitacao de violagcdes até uma notificagdo do usuario para efetuar uma

renegociagdo da modelagem de fluxos para um nivel de QoS aceitavel.

3.2.2.1.5. Descarte

Como o proprio nome diz, descarta pacotes de um fluxo de trafego para que o
perfil fo trafego esteja em conformidade com o especificado. Os descartadores
podem ser implementados como um caso especial de um moldador com tamanho de
buffer igual a 0. Pacotes que nao estiverem dentro do perfil determinado podem ser
descartados ou enviados a rede com precedéncia de descarte maior.

A técnica tradicional de escalonamento nos roteadores € estabelecer um
comprimento maximo (em termos de pacotes) para cada fila e aceitar apenas os
pacotes que estdo na fila e rejeitar (descartar) os pacotes subsequentes, até a
diminuicdo da fila. Esta técnica & conhecida como “descarte da cauda” (tail drop),
assim chamada, pois o pacote que chegar e estiver posicionado na cauda da fila
sera descartado quando a fila estiver cheia. Em casos de congestionamento, a
Internet tem usado por muitos anos este mecanismo, ou seja, a forma como os

roteadores devem descartar os pacotes quando a fila fica totalmente cheia.
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O resto desta secao foi baseado em [2] e [47].

O descarte de um pacote pode ser interpretado de varias formas: no contexto da
Internet, atuaimente, o descarte de pacotes € visto pelo TCP como um sinal de
congestionamento e, assim quando configurado reduz automaticamente sua carga
na rede. Ja no contexto de servicos em tempo real, o descarte do pacote esta
relacionado como uma ag¢éo necessaria para manter a qualidade de servi¢o, ou seja,
ha a reducdo de atrasos na rede. O fracasso de um pacote pode contribuir para o

sucesso de muitos [30].

Descarte da Cauda (Tail Dropping)

Como normalmente ocorre, os pacotes permanecem nas filas a espera da
transmissdo. O descarte da cauda simplesmente descarta os pacotes entrando na
rede se a fila estiver cheia. Quando o congestionamento é eliminado, e as filas
voltam a ter espago os pacotes voltam a ser enfileirados. A maior desvantagem
deste tipo de descarte € o sincronismo global do TCP, pois todas as maquinas
enviam no mesmo instante e param no mesmo instante [2], isto pois os pacotes séo

descartados de varias maquinas no mesmo momento.

Descarte Randdmico Antecipado (Random Early Dropping)

O descarte raddmico antecipado RED é um algoritmo de gerenciamento de fila
ativo. Segundo [44], RED foi projetado para minimizar o comprimento das filas dos
roteadores pelo descarte inteligente de pacotes. O algoritmo RED objetiva controlar
o tamanho médio da fila, indicando aos terminais quando eles devem diminuir
temporariamente a transmissao de pacotes.

Ao contrario dos algoritmos de gerenciamento de filas tradicionais, que
descartam os pacotes apenas no momento em que o buffer esta cheio, o algoritmo

RED descarta os pacotes de forma probabilistica, ou seja, a probabilidade do
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descarte aumenta a medida que o tamanho médio da fila aumenta. Assim, se a fila
estava praticamente vazia no passado recente, o RED néo tentara descartar pacotes
(a nao ser que o buffer esteja cheio). Por outro lado, se recentemente a fila estava
relativamente cheia (indicacdo de possivel congestionamento), havera uma
probabilidade maior dos novos pacotes, entrando na rede, serem descartados.

O algoritmo RED consiste de duas partes: estimativa da média do tamanho da
fila e decisdo de descartar ou ndo um pacote entrante. A estimativa da média do
tamanho da fila calcula o tamanho médio da fila, usando uma meédia ponderada
exponencial ou, em segundo plano, ou seja, nao efetuando o calculo no caminho do
roteamento, através de um calculo similar. A decisdo sobre o descarte do pacote
corresponde a segunda parte do algoritmo. Esta parte do algoritmo € que resulta em
um melhoramento do desempenho de resposta dos fluxos. Os dois parametros
usados, limite minimo (minimum threshold) e limite maximo (maximum threshold),
s&o os limiares mais importantes no processo de decisdo. Quando o tamanho da fila
for maior que o parametro estipulado, o algoritmo RED inicia o descarte dos pacotes

de forma randdmica.

Descarte Randomico Antecipado Ponderado (Weighted Random Early
Dropping)

O descarte randémico antecipado ponderado, ou WRED €& uma estratégia de
descarte randdémico antecipado que, adicionalmente, descarta pacotes de baixa
prioridade, quando a interface de saida comeca a ficar congestionada.

Para ambientes que operam com servigos integrados IntServ, o algoritmo
ponderado WRED descarta apenas pacotes que néo sejam fluxos designados para
efetuar a reserva de recursos e para o ambiente que opera com servigos
diferenciados DiffServ, o algoritmo WRED analisa os bits de precedéncia para
decidir as prioridades e entao, seletivamente, iniciar o descarte.

Normalmente, o WRED é configurado nos roteadores no nucleo da rede (core

routers).
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3.2.3. Servigo Default (DE)

Também conhecido como servico de melhor esforgo. Configurado como servigo

default. Todos os seis bits do DSCP séo configurados para zero.

3.2.4. Encaminhamento Expedito (EF)

Encaminhamento expedito EF (Expedited Forwarding) [60] € definido como
sendo um tratamento de roteamento particular para um determinado agregado, onde
a taxa inicial, dos pacotes pertencentes ao agregado de qualquer n6, deve ser igual
a taxa previamente configurada. Para diminuir as perdas, laténcia e jiiter, as filas séo
reduzidas na rede. Trata-se de um servico prémio com uma taxa quase constante de
bits.

Na entrada da rede, o trafego & condicionado (policiado e moldado). Os
roteadores de borda de entrada na rede devem negociar uma taxa menor que a
configurada com seus roteadores vizinhos.

O encaminhamento expedito possui um ponto de codigo (codepoint) especifico e
fornece o maior nivel de QoS ao agregado. O valor DSCP é configurado para
101100, ou seja, o controle de admisséo € rigido e todos os pacotes em excesso

sdo descartados.

3.2.5. Encaminhamento Assegurado (AF)

O encaminhamento assegurado AF (Assured Forwarding) [61] configura o trafego
conforme seu nivel de prioridade, quatro classes e trés prioridades de descarte para
cada classe. Quatro classes e trés prioridades de descarte por classe totalizam doze
codigos distintos.

Para cada roteador DS, para cada classe atribui-se uma determinada quantidade
de recursos, como banda e jiffer. Durante os periodos de congestionamento, os

pacotes que contiverem precedéncia de descarte maior terdo uma probabilidade
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maior de serem descartados. Porém, o trafego de cada classe € encaminhado
independentemente dos pacotes pertencentes a outras classes, ou seja, o né DS
nao pode agregar mais de duas classes de trafego juntas. Nas bordas do dominio

DS, o trafego pode ser condicionado.

3.3.COMUTACAO MULTIPROTOCOLO POR ROTULOS - MPLS

Os modelos propostos pela industria, como comutacao IP pela Ipsilon [62] e
comutacao por rétulos da Cisco [63], nortearam a formagao do grupo multiprotocolo
de comutacao por rétulos MPLS em 1997 pela IETF, para estabelecer acordos
comuns para a tecnologia. MPLS esta sendo atualmente considerada a solugao para
prover QoS e como solu¢ao para engenharia de trafego [64]. O termo “rétulo” (label)
foi escolhido devido ao modo como o caminho € estabelecido: pacotes carregam
rétulos que podem ser comutados de forma eficiente, pois o equipamento ndo
precisa desempacotar todo o pacote para verificar o endereco de destino no
cabecalho. O termo “multiprotocolo” foi escolhido pois as técnicas de comutacéo
podem ser aplicadas a qualquer protocolo de rede, como por exemplo o IP e IPX
ou diretamente sobre a camada de enlace.

No roteamento IP convencional, o préximo salto do pacote é escolhido pelo
roteador baseado na informacéo do cabecalho do pacdte. Na arquitetura MPLS a
escolha da melhor proxima rota € composta de duas fungbes: (a) divisdo do
conjunto de pacotes em classes de encaminhamento equivalentes, denominadas de
FEC (Forwarding Equivalence Classes); (b) mapeamento de cada FEC ao préximo
salto (roteador ou comutador).

O conceito chave da técnica multiprotocolo de comutacéo por rétulos MPLS é a
separagao das funcionalidades do roteador IP em duas partes: encaminhamento e
controle [66].

A arquitetura MPLS combina a comutacdo de circuitos da Rede ATM (por

exemplo) e o roteamento de pacotes da rede IP. Na entrada da rede, ou seja, do
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dominio MPLS, os pacotes sdo rotulados (rétulos determinam a QoS) e sao
comutados pelos rétulos no nucleo da rede. Na saida do dominio, os rétulos sao
retirados e os pacotes sdo roteados de forma convencional. Trata-se portanto de
uma tecnologia hibrida, onde a informacéao é comutada de forma rapida no ntcleo da
rede e nas bordas do dominio efetua-se o roteamento convencional.

As principais motivagbes para o desenvolvimento desta arquitetura foram:
capacidade de expansao melhorada, ou escalabilidade, desempenho mais rapido no
encaminhamento da informacao e engenharia de trafego.

Bruce Davie cita em seu livro [67] que varios fatores se encontram por detras da
tecnologia multiprotocolo de comutacdo por rétulos MPLS e que qualidade de
servico QoS nao foi a razdo mais forte. Porém, tem sido usada como modelo

arquiteténico de resolugdo de QoS.

3.3.1. Componentes do Modelo MPLS

A comutagao multiprotocolo por rétulos MPLS é parecida, de certa forma, com o
Servigo Diferenciado DiffServ, no sentido de que o MPLS também marca o trafego
nas bordas do dominio e o desmarca na saida [68]. Mas, DiffServ usa a marcacgéo
para determinar a prioridade do trafego no roteador, ja na arquitetura MPLS as
marcacdes (valores de comprimento fixo de 20 bits) sdo primordialmente designados
para determinar o proximo roteador. MPLS ndo pode ser controlado pelas
aplicagbes, pois reside unicamente nos roteadores. A figura 15 mostra os

componentes da arquitetura.
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FIGURA 15. COMPONENTES DA ARQUITETURA MPLS

v O roétulo é retiradp na saida do
. dominio

LSR \. LER
inio MPLS

Dol

LER Roteador de rétulo de borda LER (Label Edge Router), equipamento
situado nas bordas do dominio capaz de utilizar as informagoes de
roteamento para atribuir rétulos aos datagramas e encaminha-los
dentro do dominio MPLS.

LSR Roteador de comutagdo de Roétulo LSR (Label Switch Router),
equipamento localizado no nucleo da rede, capaz de comutar pacotes
baseados em seus rotulos. Em muitos, casos o LSR € um comutador
ATM modificado.

LSP Caminho comutado por rétulos LSP (Label Switch Path), € um caminho
especifico pelo qual o datagrama é transportado através da rota
estabelecida pelos rétulos.

O pacote MPLS possui um cabegalho que fica entre o cabegalho da camada de
enlace e o cabegalho da camada de rede. O cabecalho MPLS compreende um
rétulo de 20 bits, um campo denominado experimental, antigamente denominado de
classe de servico CoS de 3 bits, um campo de indicagao da pilha de 1 bit (stack

indicator) e um campo de tempo de vida TTL (Time to Live) de 8 bits [68].
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O rétulo (/abel) é curto, de tamanho fixo e de significancia local, usado para
identificar uma classe de encaminhamento equivalente FEC, baseado totalmente ou
parcialmente no endereco de destino da camada de rede. E de responsabilidade de
cada roteador de comutagao de rétulos certificar-se que os roétulos de entrada sao

unicos. A figura 16 ilustra o formato do cabegalho MPLS:

FIGURA 16. FORMATO DO CABEGCALHO MPLS

Quando um pacote entra no dominio MPLS, a ele & atribuido um roétulo MPLS,
que especifica o caminho que o pacote tomara dentro da rede. A partir dos
roteadores comutadores, o pacote € comutado para a interface de saida baseado
apenas na informagao contida no rétulo. O campo classe de servigo COS é usado
para escolher a fila adequada na interface de saida, ou seja, especificar o nivel de
qualidade de servigo.

Na saida do dominio, o cabegalho MPLS € removido e a partir de entdo o pacote

é roteado de forma tradicional.

3.3.2. Pilha de Rétulos (Label Stack)

Pode ser que ao invés do cabegalho carregar consigo um unico rétulo, o pacote
pode transportar varios rotulos, organizados como LIFO (Last In First Out), ou seja, o
ultimo que entra € o primeiro que sai. Isto € denominado de pilha de rétulos (/abel
stack) [69]. O processamento de um pacote rotulado & completamente independente
do nivel de hierarquia e € sempre baseado no rétulo de cima. Um pacote nao
rotulado pode ser interpretado como sendo um pacote cuja pilha de rétulos esteja
vazia [68].

Os roétulos podem estar encapsulados ou marcados dentro do cabegalho do



54
pacote. No roteador os rétulos sao numerados de dentro para fora , ou seja, da parte
inferior da pilha a parte superior. A pilha de rétulos € importante na implementacao
de tuneis e para determinar hierarquias nos dominios por onde a informacgéao trafega.
A figura 17 ilustra trés dominios, neste caso, a pilha de rotulos contém trés rétulos

diferentes, que identificam os dominios.

FIGURA 17. PILHA DE ROTULOS
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Datagrama IP

Os principais componentes da pilha de rotulos (/abel stack) sao [65]:

3.3.2.1. Entrada de Rotulo do Proximo Salto - NHLFE

A entrada de rétulo do proximo salto NHLFE (Next Hop Label Forwarding Entry) é
usada para encaminhar um pacote rotulado e contém o préoximo salto do pacote ou
entao o tipo de operagao a ser executada na pilha de rotulos. As operagdes podem
ser resumidas em [68]: a) Substituir o rétulo de cima por um rétulo novo; b)
desempilhar o rétulo da pilha (pop); c) empilhar o rétulo de cima por um rétulo novo
(push) ou mais rétulos novos sobre a pilha; d) Encapsular a camada de enlace de
dados para transmitir o pacote; e) Codificar a pilha de rétulos para transmitir o

pacote.

3.3.2.2. Mapeamento do Roétulo de Entrada - ILM
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rotulo de entrada de um pacote para um conjunto de entradas NHLFE para

determinar o proximo salto NHLFE [68].

3.3.2.3. Mapeamento FEC para NHLFE - FTN

O mapeamento da classe equivalente FEC a tabela de entrada do préximo salto
NHLFE é denominado de mapeamento FTN (FEC to NHLFE). Este mapeamento é

usado para rotular e encaminhar pacotes n&o rotulados [68].

3.3.3. Encaminhamento dos Pacotes

O pacote rotulado & um pacote no qual codificou-se um rétulo. Em alguns casos,
os rétulos residem em um cabecalho de encapsulamento, que existe unicamente
com este propdsito. Em outros casos, o rétulo pode residir na camada de enlace de
dados ou até mesmo no cabeg¢alho da camada de rede [68]. Quando o roteador de
comutacao de rétulo LSR recebe o pacote, utiliza o mapeamento ILM para mapear o
rétulo ao NHLFE, e com a informagao obtida de NHLFE para executar operagdes na
pilha de roétulos e finalmente encaminhar o pacote ao préximo salto, como
especificado na tabela NHLFE .

Os pacotes rotulados também possuem um campo definido como tempo de vida
do pacote TTL, que funciona essencialmente da mesma maneira que o campo TTL
do cabecalho IPv4, ou seja, em cada salto o valor é decrementado de uma unidade
até zero. O pacote MPLS sera descartado se seu rétulo for invalido [68].

Caso um roteador de comutagao de rétulos LSR receba um pacote néo rotulado,
ele procurara no cabecalho informagdes para poder mapea-lo a uma classe
equivalente FEC, e entdo usara a FTN para encontrar uma entrada a tabela NHLFE.

Esta informacéo entao sera usada para encaminhar o pacote ao préximo salto.
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3.3.4. Métodos de retencao de Rétulos

Quando um roteador de comutagao de rétulos LSR recebe um rétulo para uma
determinada classe FEC de outro roteador de comutacao de rétulos, entdo ele pode
escolher em manter o relacionamento do rétulo (label binding) ou descartar este
relacionamento. Existem dois métodos para trabalhar com os rétulos: o modo de
retencdo liberal, onde os roteadores comutadores de rotulos LSRs, optam por
manter o relacionamento entre os rétulos e as classes de encaminhamento [68]. O
modo de retencdo conservador, onde deve-se estabelecer sempre um novo

relacionamento. Os rétulos sao liberados no momento em que sao recebidos.

3.3.5. Encapsulamento de Rétulos

A escolha da técnica de codificagao do rétulo depende do tipo de equipamento
usado para encaminhar pacotes rotulados. Se for usado um hardware e software
especificos da comutagdo multiprotocolo por rétulos MPLS para encaminhar os
pacotes, a melhor forma de codificar a pilha de rétulos € através de um cabecalho
sanduiche (shim header), inserido entre os cabegalhos da camada de enlace e da
camada de rede. Este cabegalho sanduiche & apenas um encapsulamento do
pacote da camada de rede e que independe de qualquer tipo de protocolo, por isso
denominado também de "encapsulamento MPLS genérico" [68].

De forma geral, a arquitetura MPLS suporta caminho comutado por rétulos

com diferentes tipos de codificacdo que serao descritos nas segbes a seguir.

3.3.5.1. Encapsulamento ATM

Existem trés formas de codificar os rétulos em cabecalhos de células ATM,
presumindo o uso da camada de adaptacao AALS5 [70]:
Codificagao comutada por circuito virtual (Switched Virtual Circuif): usa os

campos VPI (virtual path identifier) e VCI (virtual circuit identifier) para codificar o
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rétulo no topo da pilha de rétulos. Nesta técnica, usada em qualquer tipo de rede,
cada caminho comutado por rétulo & estabelecido através de circuitos virtuais
comutados. A restricdo é que os roteadores de comutagao de rétulos ATM LSR nao
conseguem executar as operagdes “empilhar e desempilhar " rétulos da pilha.

Codificagdo comutada por caminho virtual SVP (Switched Virtual Path): usa
o campo VPI para codificar o rétulo, no topo da pilha, e o campo VCI para codificar
o segundo rétulo na pilha. Esta técnica possui algumas vantagens, permite o uso da
comutagdo de caminhos virtuais no ATM, ou seja, os caminhos comutados por
rétulos LSP sao estabelecidos através da comutagao de caminhos virtuais, usando o
o protocolo de distribui¢ao de rétulos LDP como protocolo de sinalizagao do ATM.

Codificagcdo comutada por caminho virtual multidestino: usa o campo VPI
para codificar o rétulo no topo da pilha, parte do campo VCI para codificar o segundo
rotulo na pilha e, caso necessario, usa o restante do campo VCI para identificar o n6
de entrada do caminho comutado por rétulo LSP. Caso houver mais rétulos que
devam ser codificados, entdo usa-se o cabegalho MPLS genérico.

A figura 18 mostra as trés codificagdes que o ATM usa para formar um rétulo:

FIGURA 18. ENCAPSULAMENTO ATM [71]

< >
Cabegalho ATM[(5 bytes)
VPI Vel PT CLP HEC
Opg&o 1 Rotulo _4 Rotulo _ A
| Opgao 2 4 Roétulo Combinado _4 |
[ Opgao 3 VPI (Tunel) Rotuo _4 ]

Nesta secdo faz-se necessario descrever resumidamente a evolugdo que o
protocolo IP teve sobre ATM, que é um protocolo usado em backbones de alta
velocidade e que previu na sua concepgao niveis diferenciados de QoS em suas

camadas de adaptacao. Surgiram duas propostas: modelo Overlay e 0 modelo Peer.
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a) Modelo Overlay

No modelo Overlay o protocolo IP é transportado sobre o protocolo ATM através
da criacdo de uma ponte transparente (flat bridging) [72] ou na criagado de uma rede
de malha overfay [73]. Este modelo determina como os datagramas e pacotes IP
devem ser encapsulados sobre o enlace ATM. A recomendacgao RFC 1577 da IETF
foi a primeira tecnologia padronizada, mais conhecida atualmente como IP Classico
sobre CLIP (Classical IP e ARP over ATM) [74]. Esta recomendacado descreve a
emulacao de uma sub-rede IP em uma infra-estrutura ATM.

Neste modelo introduziu-se a concepc¢ao de sub-redes IP légicas LIS (Logical IP
Subnets) [67], que sao interconectadas através de roteadores e o trafego inter-LIS
passa por eles, mesmo havendo um caminho ATM direto entre a fonte e o destino.
Para que dois roteadores IP possam estabelecer conexdes uns com os outros, ha a
necessidade de resolver os enderecos IP para ATM. Isto € feito através do
mecanismo de resolugédo de enderegos ATM. Para reduzir uma etapa no processo
de estabelecimento de uma conexdo ATM e minimizar o trafego de difus@o na sub-
rede, a recomendagao RFC 2225 [75] define os procedimentos de conversdo de um
endereco IP ARP (Address Resolution Protocol) estendido diretamente para
enderecos ATM, através de um servidor denominado de ATMARP (ATM Address
Resolution Protocol), que responde as solicitacbes das maquinas sobre os
enderecos ATM de outras maquinas, que estejam diretamente conectadas a rede
ATM através de uma sub-rede IP logica LIS.

Como os roteadores IP sdo mais lentos que os comutadores ATM, as operadoras
costumam posicionar todos os roteadores dentro de uma mesma LIS para minimizar
os saltos IP/ATM. Como conseqiiéncia disto, houve problemas de escalabilidade,
pois o numero de circuitos virtuais VC (Virtual Channels) e o nimero de nds
interiores resultaram na conexao dos roteadores entre si, gerando uma malha
completa de conexdes [21]. A figura 19 ilustra o problema da malha completa no
modelo overlay. Suponha quatro roteadores pertencentes a uma sub-rede, para

interconecta-los ha a necessidade de 6 conexdes virtuais. Se mais um roteador
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entrar na rede, como & o caso do roteador E, 0 numero de conexdées aumenta para
10. Como o numero de conexdes aumenta a uma ordem de n(n-1)/2 com a

introdugao de um novo roteador, por isso o problema ficou conhecido como sendo

problema NZ.

FIGURA 19. MALHA COMPLETA DO MODELO OVERLAY
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Em configuragoes com multiplas LIS, a recomendagao RFC2332 [76] definiu um
protocolo de resolugao de endereco do préoximo salto NHRP (Next Hop Resolution
Protocol), que especifica que um roteador IP pode determinar o endere¢co ATM de
uma maquina pertencente a outra LIS através da utilizacdo de um ou mais
servidores de proximo salto NHS (Next Hop Server) [77]. A figura 20 mostra um
exemplo de solicitagao do préximo salto pelos roteadores pertencentes a multiplas
LIS.

A estacao fonte determina o proximo salto para a maquina de destino atraves de
processos de roteamento normais, se a informagao sobre o enderego destino ja
estiver disponivel na memoéria cache do servidor. Caso contrario, o servidor cria um

pacote de solicitagcao de resolugcao NHRP, contendo o enderego de rede do destino.
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FIGURA 20. RESOLUGAO DO PROXIMO SALTO NHRP
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b) Modelo Peer
Ja no modelo Peer o problema N? é resolvido, pois ndo ha necessidade de se
criar uma malha completa de conexdes semipermanentes entre os roteadores.
Existe apenas uma conexao do roteador com o comutador que estabelece a
conexao com os outros roteadores comutando rétulos, ou seja, os pacotes IP séo
roteados na bordas do dominio e comutados no nucleo da rede. Um exemplo deste

modelo é a arquitetura MPLS.

3.3.5.2. Encapsulamento Frame Relay

O valor usado pelo frame relay para codificar rétulos € o campo DLCI, situado no
cabegalho do quadro Frame Relay. Pode usar 2 ou 4 octetos do enderego Q.922
(10, 17, 23 bytes). A recomendacao RFC 2427 [78] descreve a interconexao de
multiplos protocolos sobre frame relay. A figura 21 mostra o encapsulamento do

frame relay em MPLS.
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FIGURA 21. ENCAPSULAMENTO FRAME RELAY [71]

CabecgalhoQ.922 Encapsulamento Genérico Cabegalho e pacote da
(Formato PPP/LAN) camada 3
C/|E FE |[BE |D|E | Tamanho do campo DLCI = 10, 17, 23 Bits
DLCI R | A DLCI cNicN|lElA

3.3.5.3. Encapsulamento - PPP & LAN

A arquitetura MPLS sobre enlaces PPP (point-to-point protocol) e LANs (Local
Area Network) usa o cabegalho sanduiche, inserido entre os cabecalhos das

camadas 2 e 3, como pode ser visto na figura 22.

FIGURA 22. ENCAPSULAMENTO PPP E LAN [71]

Cabecalhos Sanduiches (shim headers)

Cabecgalho

Da camada
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802.3)

Rétulo

Formato da Entrada da Pilha de rétulos

Rétulo: valor do rétulo , 20 bits (0-16 reservados)
Exp.: 3 bits experimentais (antiga classe de servigo)
P: 1 bit para indicar a pilha de rétulos, 1 bit

(1 = dultima entrada)
TTL: Tempo de vida do pacote, 8 bits
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3.3.6. Distribuicao do Roétulo

Um aspecto mais complexo da arquitetura MPLS envolve a distribuicédo e
gerenciamento dos rétulos entre os roteadores.

O protocolo de distribuicdo de rétulos LDP (Label Distribution Protocol) é
composto de uma série de procedimentos , nos quais o roteador de comutagao de
rétulos LSR informa outro LSR sobre seu relacionamento rétulo/classe. Dois
roteadores LSR que trocam informacdes sobre estes relacionamentos séao
denominados nos de distribuicdo de rétulos (Label Distribution Peers), portanto um
LSR é considerado como sendo seu adjacente [68] .

O protocolo de distribuicao de rétulos foi projetado especificamente com este
propoésito, mas a arquitetura ndo assume a existéncia de um protocolo em especial,
sendo que varios protocolos podem ser usados para servirem de distribuidores de
rétulos: BGP e RSVP, sdao exemplos.

MPLS suporta duas formas de distribuir rétulos em diferentes niveis de
hierarquia: distribuicdo explicita (Explicit Peering) e distribuicdo implicita (/Implicit
Peering). A distribuicdo explicita distribui os roétulos para um né através de
mensagens de distribuicdo de rétulos, enderecadas ao né em questdo. Ja a
distribuicdo implicita ndo envia mensagens, mas envia o rétulo a um nivel
hierarquico superior, este aos noés de distribuicdo remotos. Estes por sua vez
distribuem o rétulo aos nés de distribuicdo locais, que entdo propagam a informacéo.

O processo persiste até que a informagao alcance seu né remoto.

3.3.6.1. Através do Protocolo de Distribuicdo de Roétulos - LDP

A distribuicdo dos rétulos ocorre para que os roteadores adjacentes possuam a
mesma Visdo sobre o relacionamento rétulo x classe equivalente. O procedimento
ocorre da seguinte forma: o LSR cria uma relagao entre a FEC e o valor do rétulo; o
LSR comunica o LSR adjacente esta relagdo e o LSR introduz o valor do rétulo em

sua tabela.
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Quando um roteador de comutagao de rétulos LSR solicita explicitamente, de seu
préximo salto, uma determinada classe equivalente FEC, cria-se um relacionamento
entre um rétulo e a classe. Este método € denominado de distribuigdo de rétulos sob
demanda (On-Demand Label Distribution), caso contrario € denominado de
distribuicao nao solicitada (Unsolicited Label Distribution [68]. A arquitetura MPLS
suporta estes dois métodos, contudo os adjacentes devem concordar previamente
sobre qual método usar. A figura 23 ilustra os conteudos das bases de informagéo
sobre rétulos e a informagao contida nas tabelas de roteamento usadas pelos

roteadores de comutagao de rotulos.

FIGURA 23. DISTRIBUIGAO DE ROTULOS

Tabela de Roteamento:

Tabela de Roteamento:

Prefixo Prox. Salto Hop 47.0.0.0/8 LSR2
Prefixo Préx. Salto Hop 47.0.0.0/8 LSR3

LSR3

Pacote IP || 47.80.55.3

o/ b/ \s b/ \

Para FEC 47.0.0.0/8
Usar rétulo 17

Base de Informacéao sobre Roétulos Base de Informagéo sobre Rétulos
Rétulo Rétulo Rétulo Rétulo
Entrada FEC Saida Entrada FEC Saida
XX 47.0.008 17 17 47.0.0.08 XX

3.3.6.2. Através do Protocolo de Reserva de Recursos RSVP

Apesar do protocolo de reserva de recursos RSVP ter sido projetado para alocar
banda para fluxos individuais, também serve para alocar largura de banda para

acomodar as necessidades de agregados. Este é o desafio: conhecer as demandas
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de banda antecipadamente, para solicitar a reserva de recursos adequadamente.
A figura 24 mostra uma das diferengas entre o protocolo LDP e RSVP e
consequentemente sua maior desvantagem, ou seja, em intervalos regulares o

RSVP tem que manter-se atualizado, ja o LDP nao precisa desta constante

atualizacao.
FIGURA 24. ATUALIZACAO DO PROTOCOLO RSVP [71]
4— RSVP » || 44— LDP >
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3.3.6.3. Através do Protocolo entre Sistemas Autdnomos BGP

Quando o protocolo inter—sistema auténomo BGP (Border Gateway Protocol) é
usado para distribuir uma determinada rota, ele pode ao mesmo tempo ser usado
para distribuir rétulos, mapeados para esta rota. O mapeamento de rétulos “pega
carona” (piggybacked) com o protocolo, ou seja, o rétulo é codificado no campo de
informacao da camada de rede NLRI (Network Layer Reachability Information) e o
campo de identificagdo da familia de enderegos subsequentes SAF| (Subsequent
Address Family Identifier) € usado para indicar que o campo NLRI contém um rétulo
na mesma mensagem UPDATE [79]. O campo NLRI é codificado na forma
<comprimento, roétulo, prefixo>, onde: o campo comprimento indica o comprimento

em bits do prefixo mais o rétulo, o campo rétulo corresponde a pitha de rétulos e
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finalmente o campo prefixo contém o prefixo do enderego seguido de um trem de
bits de preenchimento.

Se dois roteadores comutadores de rotulos LSRs forem adjacentes e nés BGPs
ao mesmo tempo, entio a distribuicio de rétulos pode ser feita sem o auxilio de um
protocolo de sinalizagao adicional.

Caso os nos BGPs nao sejam diretamente adjacentes, deve ser estabelecido um

caminho comutado por rotulos LSP entre eles.

3.3.7. Selecao da Rota

A selecdo da rota refere-se ao método usado para selecionar um caminho
comutado por rétulo LSP para uma determinada classe de equivaléncia FEC [68]. A
arquitetura MPLS suporta duas opc¢oes :

a) Roteamento salto-a-salto
b) Roteamento Explicito

O roteamento salto-a-salto permite que cada né escolha de forma independente
o proximo salto para cada classe FEC. Este € o modo mais comum atualmente, ou
seja, o estabelecimento de um caminho comutado por rétulo salto-a-salto. A rota é
selecionada em cada roteador de comutacdo LSR da mesma forma que no
roteamento IP convencional. No roteamento explicito, o roteador de comutacéo de

origem explicitamente especifica a rota desejada.

3.3.8. Fusao (Merging)

A fusédo de rétulos é a capacidade da rede em encaminhar varios rétulos de
entrada a uma classe de equivaléncia FEC para um mesmo rétulo de saida. Sem
esta facilidade, o nimero de rétulos de saida por classe FEC seria tdo grande
quanto a quantidade de nés na rede.

Infelizmente, tecnologias como ATM e Frame Relay ndo suportam a capacidade

de fusao de rétulos. No caso do ATM, por exemplo, a tentativa de fuséo de rétulos
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pode resultar no intercalamento de células de varios pacotes. Devido a estes

problemas, criaram-se procedimentos para favorecer a fusao de rétulos no ATM, ou

seja, métodos de eliminar o problema de intercalamento de células:

i) Pela fusao de caminhos virtuais, através da codificagdo multidestino, onde
varios caminhos virtuais sao unidos em um mesmo caminho virtual, mas os
pacotes sao diferenciados pelos seus valores VCI.

i) Pela fusao de circuitos virtuais, onde os comutadores armazenam as células
em buffers de um pacote até a chegada completa do mesmo.

i) A fusao por caminho virtual possui a vantagem de ser compativel com a
maioria das implementagcées de comutadores ATM, porém exige uma
coordenacao de valores de circuitos virtuais VCI.

A figura 25 mostra dois rétulos, com VPIs distintos (30 e 40), sendo fundidos para

um mesmo roétulo.

FIGURA 25. FUSAO VP
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4. IMPLEMENTAGAO DE AMBIENTE EXPERIMENTAL

Este capitulo realiza uma analise quantitativa do desempenho das redes IP sem
nenhum mecanismo de QoS, rede IP usando um escalonador baseado em classe
CBQ/WRR e IP sobre MPLS. Através de experimentos de simulagdo usando o
simulador de rede NS-2 [80], os testes sdo realizados a fim de demonstrar o
desempenho das configuragdes sob circunstancias especificas, ou seja, em

congestionamento.

4.1. SIMULADOR NS

O simulador NS, desenvolvido pela universidade de Berkeley, simula uma
variedade de protocolos do conjunto de protocolos Inter-Redes. Ele implementa
protocolos como TCP e UPD, simula comportamento de trafegos, tais como: FTP |
Telnet, Web e CBR, este ultimo usado para aplicacbes em tempo real. Estdo
disponiveis algoritmos de roteamento como o Dijkstra e Bellman-Ford. O NS também
simula redes locais sem fio (Wireless Local Networks) e redes satélites.

A versao 2.1b8 do simulador de rede instalado [80] foi implantado em linguagem
em C++ e utiliza o OTcl como interface de comando e configuragdo [81]. A verséo 2
possui duas modificagbes com relagdo a versdo 1. A primeira mudanga é que os
objetos mais complexos da versdo 1 foram decompostos em componentes mais
simples para maior flexibilidade. A Segunda modificacdo foi a interface de

configuracdo OTcl que € uma versao orientada a objeto da verséo Tcl.
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FIGURA 26. VISAO SIMPLIFICADA DO SIMULADOR NS [82]
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A figura 26 fornece uma visdao geral do simulador NS. O compilador OTcl
compreende agendadores de eventos de simulagao, bibliotecas com os
componentes da rede e bibliotecas com modulos auxiliares para configurar a rede
desejada [82]. Em outras palavras, para “rodar” o simulador NS, o usuario precisa
escrever um script em linguagem Otcl, que depois de compilado inicializa um
agendador de eventos, configura a topologia da rede através de objetos de rede e
estabelece o inicio e fim da geracao de trafego, para que o agendador de eventos
possa iniciar e finalizar a transmissao de pacotes através da rede. Os resultados da
simulagao aparecem na forma de arquivos de saida, que podem ser analisados e
cujos dados podem ser selecionados e plotados em grafico. Um dos arquivos de
saida, gerado pelo simulador NS, corresponde ao arquivo de entrada para uma
interface grafica, denominada de NAM (Network Animator). A interface mostra a
topologia criada e a animagao dos pacotes sendo transmitidos, recebidos e
perdidos.

A raiz da arvore hierarquica do simulador é a classe do objeto Tcl, que € uma
superclasse de todos os objetos da biblioteca OTcl (agendadores, componentes de
rede, temporizadores e outros objetos incluindo a interface grafica NAM).

A figura 27 ilustra a arvore com os componentes basicos da rede que sao ojetos
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subdivididos em duas subclasses: conectores e classificadores. A subclasse
conectores, por exemplo, compreende agentes que normalmente s&ao terminais
geradores de trafego TCP e/fou UDP. Outro conector € objeto de enlace que
encapsula uma fila e um retardo. Os classificadores sao responsaveis pelo

encaminhamento dos pacotes.

FIGURA 27. ARVORE HIERARQUICA [82]
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O simulador de rede MPLS para NS-2 é chamado de MNS (MPLS Network
Simulator) e possibilita a criagao de dominios MPLS. O simulador suporta
comutacao por rotulos, protocolo de sinalizagao LDP e e'xplicito CR-LDP, porém nao
suporta o protocolo RSVP.

A verséao atual do MNS (verséo 2) [82] contém uma variavel de entrada no objeto
do simulador que referencia um classificador denominado de MPLS, que determina
se um pacote recebido deve ser rotulado ou ndo. Se o pacote for rotulado, o
classificador MPLS realiza comutagdo da camada de enlace, caso contrario realiza

roteamento da camada de rede.
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4.2. SIMULACAO

Existem trés opgdes para realizar a analise do modelo proposto: utilizar modeios
analiticos, realizar um experimento pratico em uma planta existente ou utilizar um
simulador [83]. O método de medicao nao foi viavel, pois a técnica MPLS é
relativamente recente e o analitico muito complexo para descrever uma grande rede.
Optou-se utilizar neste trabalho a simulagdo pois possui uma boa precisdo, além
disso, a liberagdo de uma versao mais atual motivou a utilizacao do simulador NS, ja
que a versao 1 (mais antiga) apresentava muitos erros.

O objetivo desta simulagdo &€ comparar quantitativamente o desempenho do
trafego UDP em trés configuragdes distintas:

* rede IP sem nenhuma caracteristica de QoS
* rede |P com escalonador baseado em classe CBQ/WRR
* rede IP sobre MPLS

Para a simulacao foi necessaria a instalacdo no computador Pentium 233MHz de
128Mb de RAM e 20G de HD, dos seguintes softwares:

- Sistema operacional LINUX 2.4.7-10, distribuicdo Red Hat 7.2
- Interface grafica do Linux: KDE 2.1-10

- Simulador de rede NS: ns-2.1b8

- Interface grafica do NS: nam-1-snapshot-20011228

- Biblioteca TCL.: cl8.3.3

- Editor grafico: xgraph 12.1

4.2.1. Topologia da rede IP

A figura 28 mostra a topologia criada para simular as trés configuracées. A rede
simulada consiste de um terminal de origem gerando trafego UDP que sera objeto
de analise, um terminal de destino e varios roteadores na nuvem, sendo que a eles
estdo conectados agentes TCP e UDP para gerar trafego e com isso criar

congestionamento na rede.
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Para a configuragcdo da topologia, utilizaram-se enlaces full-duplex com
capacidade de banda de 1Mbps e laténcia de 10ms. O retardo de propagacéo de 10
ms nao foi baseado em nenhuma caracteristica real de rede, mas € mantido o
mesmo valor para se obter uma base comum para analise.

O algoritmo de roteamento usado € o vetor distancia, que usa como métrica o
valor do custo entre os roteadores para estabelecer em sua tabela de roteamento o
caminho mais curto entre origem e destino. Esta escolha & indiferente, ou seja,
poder-se-ia escolher outro tipo de algoritmo de roteamento, ja que o objeto de
estudo ndo é o roteamento em si.

Os documentos de apoio usados para a geragao dos scripts foram o manual ns
[81] e o tutorial sobre ns [82].

Os scripts podem ser encontrados no Anexo A.

FIGURA 28. TOPOLOGIA DA REDE SIMULADA

i Aplicagédo H\
Aplicagdo CBR FTP |
Aplicaggo TCP
FTP LossMonitor
UDP TCP TCPSink

5 6
TCP
UDP TCP Aplicagso
Aplicagio  Aplicagio FiF
CBR FTP Capacidade de banda dos enlaces: 1 Mbps
TCP Descarte da cauda: DropTail
Atraso propagacgao: 10 ms
Aplicagado Algoritmo roteamento: vetor distancia

FTP




72

4.2.2. Geragao de Trafego

O trafego da rede inclui dois tipos de trafego:
« simulando aplicagao FTP usando protocolo TCP
« simulando aplicagédo de tempo real usando protocolo UDP

A combinacgao do trafego UDP e TCP pelo mesmo enlace é para simular o efeito
de uma aplicagdo FTP e de uma aplicagao multimidia, respectivamente. O trafego
TCP (transmissao de grandes blocos de dados) usa o maximo da largura de banda
disponivel no enlace, competindo com uma aplicacado de tempo real (transmissao
constante de bits em pequenos blocos).

Os agentes de origem TCP e UDP, visualizados na figura 28, nao geram dados
por si, eles sdo conectados a modulos de geracao de trafego. O trafego UDP gerado
pela aplicagdo no terminal de origem (roteador 0) possui uma geracao constante de
pacotes de tamanho 80 bytes e que sdo enviados a intervalos de 10 ms, o que
representa uma taxa de geracao de 64 kbps, que conforme o teorema de Nyquist é
suficiente para uma aplicagdo simulando voz [9]. Escolheu-se a transmisséo de voz
como um exemplo de aplicacdo de tempo real e utilizou-se como transporte o
protocolo UDP que normalmente € empregado neste tipo de aplicagao [85].

A geracao do trafego TCP inicia-se a 0.1 segundo da simulag¢do, onde o tamanho
do pacote na simulagéo foi fixado em 1000 bytes. As configuracées como tempo de
simulacdo e o inicio de geragao de trafego foram mantidas iguais [84]. O tempo da
simulagcado é curto (20 segundos) para reduzir o tempo de processamento da
simulagdo. Neste tempo, espera-se que a rede atinja o estado de operacao estavel.

A figura 28 também ilustra agentes de destino. O agente denominado de
LossMonitor € definido como sendo o terminal de recepgéo de dados e que contém
alguns parametros para fins de analise, como quantidade de bytes recebidos e
pacotes UDP perdidos. O agente de destino TCPSink implementa um médulo
receptor de pacotes TCP e para cada pacote TCP recebido é enviado um pacote de

confirmagao ACK.
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Para gerar congestionamento, foram criados 6 niveis de geracao de trafego
distintos. Para o nivel 0, gerou-se apenas trafego UDP oriundo do roteador O.
Rodou-se o script e obteve-se o resultado. Depois, no nivel 1, além da geracédo de
trafego UDP, iniciou-se a geragao de trafego UDP do roteador 1 e novamente rodou-
se o script anotando-se os resultados obtidos. E assim, realizou-se o mesmo teste
para os niveis 2, 3, 4, 5 e finalmente 6. A tabela 6 mostra os seis niveis distintos de

geracao, o tamanho do pacote e a qual roteador esta conectado.

TABELA 6. NIVEIS DE GERAGAO DE TRAFEGO

Nivel | Geragdo de trafego Tamanho pacote Geradores conectados ao
0 UDP 80 bytes Roteador 0
1 UbDP 1000 bytes Roteador 1
2 TCP 1000 bytes Roteador 0
3 TCP 1000 bytes Roteador 1
4 TCP 1000 bytes Roteador 2
5 TCP 1000 bytes Roteador 3
6 TCP 1000 bytes Roteador 7

Para cada nivel de geracao com a rede IP, obteve-se uma perda gradual de
pacotes UDP gerados pelo roteador O (objeto de estudo) no destino (roteador 8). A
tabela 7 mostra os seis niveis de geracdo, a quantidade total de pacotes UDP

gerados pelo roteador O e a perda apresentada pelo roteador 8 (destino).

TABELA 7. PERCENTUAL DE PERDA

Nivel Total de pacotes UDP Total de pacotes Percentual de
gerados pelo roteador 0 UDP perdidos perda no destino

0 1988 0 0%

1 1988 0 0%

2 1988 108 5,4%
3 1988 136 6,8%
4 1988 197 9,9%
5 1988 301 15,1%
6 1988 389 19,6%

A partir do nivel 4 ja se obtém um percentual de perda de pacotes UDP no
destino, degradando significativamente a qualidade de servico para a aplicacéo,

atingindo o nivel maximo da simulagéo, cuja perda é de quase 20% do total gerado.
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4.2.3. Rede IP com Escalonador CBQ/WRR

A rede usada para simular a rede IP com o método baseado em classe
CBQ/WRR foi a mesma da figura 28, com excecao de algumas implementacdes
especificas do escalonamento, cujo script esta mostrado no anexo A desta
dissertacao.

O método CBQ enderega o particionamento e divisao de banda disponivel
através de uma estrutura hierarquica de classes. Cada classe possui sua propria fila
e banda. Uma classe filho pode emprestar da classe pai quando houver sobra de
banda e que adicionalmente permite que seja utilizado um algoritmo de pacotes
diferente gerenciando cada fila criada [49]. As classes sao atendidas pelo algoritmo
WRR, onde cada classe pode transmitir uma certa quantidade de dados. Apds a
transmissdo, o escalonador seleciona a classe seguinte e transmite uma certa
quantidade de dados desta classe. Quando uma classe esta marcada como fora de
limites, ela ndo sera escalonada.

As configuragbes usadas para implementar o escalonador foram a criagdo de
duas classes: voz e dados. As duas classes compartiiham 30% (voz) e 70% (dados)
da banda, cuja configuragao foi inserida nos roteadores 2, 4, 6 e 8 (figura 28). Para
os pacotes UDP, gerados pelo roteador 0, foi definido um identificador de fluxo (id =
0) para que os roteadores possam identificar a classe, classificar e dispor na fila para
entdo escalonar corretamente. Para a classe dados foi definido um identificador de

fluxo (id = 1) conectado ao TCP gerado pelo roteador 0, apenas para ilustragéo.

4.2.4. Topologia da Rede IP sobre MPLS

Para gerar o script com a configuragdo de rede IP sobre MPLS (Anexo A), os
roteadores 2, 3 e 7 da figura 28 foram definidos como LER, ou seja, roteadores de
comutacdo de fronteira ou borda do dominio MPLS. Os roteadores 4, 5 e 6 foram
configurados como LSR, ou seja, roteadores de comutacéo do nulcleo do dominio.

Além da definicdo adicional e especifica do modelo MPLS, tal como, o tipo de
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roteamento salto-a-salto ou explicito. Para a simulacao foi usado o roteamento salto-
a-salto, onde o céminho comutado € estabelecido conforme os pacotes sejam
recebidos. Depois que os pacotes atingem o destino, o caminho € conhecido e entéo
os pacotes destinados sao comutados pelo caminho comutado.

As demais definicbes permanecem iguais ao configurado na rede IP sem QoS.

4.2.5. Resultados da Simulagao

A figura 29 a seguir mostra o percentual de perda para as trés configuracoes.
Pode-se observar que o resultado obtido pelo escalonador CBQ/WRR foi muito
melhor que a rede IP sem QoS e IP sobre MPLS. Para os niveis 0, 1 e 2, tanto o
escalonador como IP sobre MPLS nao tiveram nenhuma perda de pacotes. No nivel
3, para o escalonador o percentual de perda foi reduzido de 5,4% para 1,8% e para
IP sobre MPLS a reducéao foi maior ainda 0,5%. Para os niveis 5 e 6, que mais
comprometem a qualidade de servico da aplicacdo, o escalonador obteve um
desempenho abaixo de 5%, ja para IP sobre MPLS e IP sem QoS foi de 11% e 15%,

respectivamente.
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FIGURA 29. PERCENTUAL PERDA
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mostra o atraso médio apresentado para cada nivel de geragdo de trafego

e para as trés configuragbes. A rede IP com escalonador apresentou um

desempenho muito melhor com relagdo ao atraso médio dos pacotes UDP no

destino.
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FIGURA 30. ATRASO MEDIO
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4.2.6. Conclusao da Simulacao

A partir dos experimentos implementados com o simulador NS, constatou-se que
para nao haver degradag¢ao da qualidade de servigco para aplicagdes em tempo real,
apenas a configuragéo dos roteadores de uma rede como roteadores de comutacéo
MPLS nao alteram em muito as perdas de pacotes UDP. Em contrapartida,
mecanismos de escalonamento CBQ/WRR aumentam a eficiéncia e diminuem
significantemente a perda de pacotes.

A rede |IP sobre MPLS nao apresentou um atraso médio constante, pois
acreditava-se em uma agilidade no processo de decisdo de encaminhamento, ou
seja, a consulta a tabela de rétulos para estabelecer o caminho comutado a
transmissao de pacotes pelo tunel (a nivel de camada 2) reduziria o atraso médio da
transmissao. O fato de a topologia conter poucos roteadores pode influenciar neste
fator.

Cabe salientar que o tempo de processamento da maquina rodando o simulador
NS, foi de apenas 20 segundos. O tempo de simulagdo poderia ser aumentado e

com isso obter uma melhor idéia do desempenho de redes IP sobre MPLS. O
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resultado final pode apresentar diferencas significativas, j4 que o modelo MPLS
comuta em seu dominio apenas rétulos na camada 2.

Finalmente, conclui-se que um mecanismo desenvolvido exclusivamente para
aumentar a QoS de aplicagcbes em tempo real, como o escalonador CBQ/WRR

apresentou resultados muito melhores que a rede IP sobre MPLS.
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5. CONCLUSAO

Neste trabalho foram apresentados mecanismos € modelos de QoS, que
integram as mais recentes pesquisas sobre o tema que envolve o provisionamento
de qualidade de servicos em redes IP. Para a realizagdo deste foi efetuado um
amplo levantamento bibliografico de artigos de revistas, normas da ITU-T e IETF
(através de RFCs), livros, dissertacoes, teses, informacées de fabricantes, além de
outras informacdes disponiveis na Internet. Os principais modelos estudados foram:
servicos integrados, servigos diferenciados e comutacao por rotulos.

A reserva de recursos do IntServ é dinamica e efetuada através do protocolo
RSVP. Para um numero pequeno de fluxos este modelo deve funcionar bem, porém
quando o numero de fluxos cresce acentuadamente, os roteadores tornam-se muito
lentos, pois as tabelas ficam sobrecarregadas, tentando acomodar o grande niimero
de fluxos RSVP (mensagens de controle/sinalizagdo e mensagens periddicas). Este
problema de escalabilidade gerou a abordagem do modelo de servigo diferenciado:
agregacao de fluxos em classes e separacao das fungdes dos roteadores de borda e
de nucleo nas grandes redes, denominadas de dominios DS. A tecnologia por
rotulos MPLS foi inicialmente projetada com a finalidade de melhorar o desempenho
dos roteadores da rede através de um novo paradigma de encaminhamento de
pacotes.

A rede estudada reproduz um cenario para simular a transmissao de um sinal de
voz através de pacotes UDP. A geracao de trafego foi sendo incrementada até um
nivel de congestionamento que comprometesse a qualidade de servico da aplicac3o.
Neste nivel, o escalonador CBQ/WRR (30% da banda para voz e 70% para dados)
obteve um desempenho melhor que a rede IP sobre MPLS, ou seja, uma perda de
apenas 5% de pacotes UDP, ja para IP sobre MPLS foi de 11%. Este resultado é
esperado pois o escalonador € um mecanismo desenvolvido com a finalidade de

prover QoS, ja o MPLS possui uma filosofia diferente, ou seja, mudar o paradigma
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de encaminhamento de informacdes. Além disso, outro parametro importante para
aplicacdes de voz, atraso médio dos pacotes UDP no destino, ndo apresentou uma
diferenga muito grande nas trés configuracdes simuladas.

Cabe salientar que o animador de rede NAM do simulador NS demonstrou ser
muito util na geracao dos scripts, especialmente no que tange a geracao de trafego,
pois as dificuldades encontradas na execucdo eram mais facilmente detectaveis e
corrigidas com a utilizagao visual desta interface.

Como observa-se um crescimento exponencial de usuarios com aplicativos
multimidia, constatou-se que usando-se um mecanismo desenvolvido com a
finalidade de melhorar a QoS, como mecanismos de escalonamento CBQ/WRR,
apresentam uma eficiéncia muito melhor que a rede IP sem QoS e que IP sobre

MPLS sem nenhuma configuragao especifica de QoS ou CoS no dominio.

5.1. TEMAS PARA TRABALHOS FUTUROS

Além de aumentar o tempo de simulagéo e implementar QoS ou CoS no dominio
MPLS e verificar o desempenho quanto a perda e atraso de pacotes, sugere-se os
seguintes itens de aprimoracao, tais como:

- validar a simulagao para topologias maiores;

- efetuar uma validagao estatistica dos dados;

-discutir o modelo de simulagao, mostrando o que representa e sua abrangéncia.
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ANEXO A - SCRIPTS GERADOS PARA SIMULAGAO

Script para simular uma rede IP sem qualidade de servigo

# Autora: Lilian Barbara Bender Portugal

# Mestranda Telecomunicacoes UFPR/ Fevereiro 2002
# Linux 2.4.7-10 com Red Hat 7.2

# KDE 2.1-10

# Versao Network Simulator: ns-2.1b8

# Versao Network Animator: nam-1-snapshot-20011228
# Versao TCL: tcl8.3.3

# Versao XGRAPH: xgraph12.1

# Script : ip.tcl

# Inicializa o objeto de Simulacao

set ns [new Simulator]

# Abertura dos arquivos de saida para NAM e XGRAPH
set nf [open ip.nam w]

$ns namtrace-all $nf

set fO [open ip_banda_nivel6.tr w]

set f1 [open ip_perda_nivel6.tr w]

set all [open ip_all_nivel6.tr w]

$ns trace-all $all

# Configuracao de variaveis usadas no script
set udpO_flow_id 1

set udp1_flow id 2

set tcp0_flow_id 3

set tcp1_flow id 4

set tcp2_flow_id 5



set tcp3_flow_id 6

set tcp4_flow_id 7

set capacidade_banda 1Mb

set latencia 10ms

set descarte DropTail

set tamanho_pacote_udpO 80
set tamanho_pacote udp1 1000
set tamanho_pacote_tcp0O 1000
set tamanho_pacote_tcp1 1000
set tamanho_pacote tcp2 1000
set tamanho_pacote_tcp3 1000
set tamanho_pacote tcp7 1000
set inicio_gravacao 0.0

set inicio_geracao_trafego_udp0
set inicio_geracao_trafego_udp1
set inicio_geracao_trafego_tcp0
set inicio_geracao_trafego_tcp1
set inicio_geracao_trafego_tcp2
set inicio_geracao_trafego_tcp3
set inicio_geracao_trafego_tcp7
set fim_geracao_trafego_udp0
set fim_geracao_trafego_udp1
set fim_geracao_trafego_tcp0
set fim_geracao_trafego_tcp1
set fim_geracao_trafego_tcp2
set fim_geracao_trafego_tcp3
set fim_geracao_trafego_tcp7
set intervalo_gravacao 1.0

set tempo_simulacao 20.0

0.1
0.1
0.1
0.1
0.1
0.1
0.1
20.0
20.0
20.0
20.0
20.0
20.0
20.0



88

# Configuracao de cores para o trafego UDP e TCP transmitidos

$ns color $udp0_flow_id Green

$ns color $udp1_flow_id Blue

$ns color $tcpO0_flow_id Orange

¥ns color $tcp1_flow_id Red

$ns color $tcp2_flow_id Yellow

$ns color $tcp3 flow id Purple

$ns color $tcp7_flow_id Magenta

# Procedimento de fechamento dos arquivos de saida NAM e XGRAPH
proc finish {} {

global ns nf fO f1 all

$ns flush-trace

close $nf

close $f0

close $f1

close $all

exec nam ip.nam &

exit O

}

# Procedimento de gravacao dos dados no arquivo de saida para XGRAPH
proc record {} {

global destino0 fO f1 intervalo_gravacao

set ns [Simulator instance]

# Ajustar o intervalo de tempo para a gravacao

set time $intervalo_gravacao

# Parametros no destino: bytes recebidos, pacotes perdidos e recebidos
set banda_udp0 [$destino0 set bytes_]

set perdidosO  [$destino0 set nlost_]

# Configurar hora para tempo corrente



set now [$ns now]

# Calcular largura de banda (em MBit/s) e escrever no arquivo
puts $f0 "$now [expr $banda_udp0/$time*8/1000000]"

puts $f1 "$now [expr $perdidosO]"

# Escrever no arquivo a quantidade de pacotes perdidos

# Zerar os valores no destino

$destino0 set bytes_ 0

$destino0 set nlost_ 0

# Reprogramar o procedimento

$ns at [expr $now+$time] "record"”

puts $f0 "YUnitText: Banda (Mbps)"

puts $f0 "XUnitText: Tempo (s)"

puts $f0 "TitleText: Banda UDP no Destino - Nivel 6"

puts $f0 "YUnitText: Perda (pacotes)"

puts $f0 "XUnitText: Tempo (s)"

puts $f0 "TitleText: Perda Pacotes UDP no Destino - Nivel 6"
}

# Topologia

set NodeO [$ns node]

set Node1
set Node2
set Node3
set Node4
set Node5
set Node6
set Node7
set Node8

[$ns node]
[$ns node]
[$ns node]
[$ns node]
[$ns node]
[$ns node]
[$ns node]

[$ns node]

set Node9 [$ns node]

set Node10 [$ns node]



set Node11 [$ns node]

$ns dupliex-link $NodeC $Node2 $capacidade_banda $latencia $descarte
$ns duplex-link $Node1 $Node3 $capacidade_banda $latencia $descarte
$ns duplex-link $Node2 $Node4 $capacidade_banda $latencia $descarte
$ns duplex-link $Node3 $Node4 $capacidade_banda $latencia $descarte
$ns duplex-link $Node4 $NodeS5 $capacidade_banda $latencia $descarte
$ns duplex-link $Node5 $Node6 $capacidade_banda $latencia $descarte
$ns duplex-link $Node6 $Node7 $capacidade banda $latencia $descarte
$ns duplex-link $Node7 $Node8 $capacidade banda $latencia $descarte
$ns duplex-link $Node9 $Node2 $capacidade_banda $latencia $descarte
$ns duplex-link $Node10 $Node3 $capacidade banda $latencia $descarte
$ns duplex-link $Node11 $Node7 $capacidade_banda $latencia $descarte
# Definicao do protocolo de Bellman-Ford

$ns rtproto DV

# Criacao de agentes e aplicacoes para transmitir pacotes

# Geracao trafego UDP conectado a uma aplicacao CBR na fonte 0 para estudo
set Fonte0 [new Application/Traffic/CBR]

$Fonte0 set packetSize_ $tamanho_pacote_udpO

$Fonte0 set interval_ 0.01

set udp0 [new Agent/UDP]

$Fonte0 attach-agent $udp0

$udpO set fid_ $udp0_flow id

$ns attach-agent $NodeO $udp0

# Geracao de trafego UDP e TCP para gerar congestionamento

set SrcO [new Application/Traffic/CBR]

$Src0 set packetSize_ $tamanho_pacote_udp1

$Src0 set interval_ 0.01

set udp1 [new Agent/UDP]

$Src0 attach-agent $udp1
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$udp1 set fid_ $udp1_flow_id

$ns attach-agent $Node1 $udp1

set Src1 [new Application/FTP]

set tcp0 [new Agent/TCP]

StcpO set fid_ $tcp0_flow_id

$tcpO set packetSize  $tamanho_pacote_tcp0
$Src1 attach-agent $tcpO

$ns attach-agent $Node0O $tcpO

set Src2 [new Application/FTP]

set tcp1 [new Agent/TCP]

$tcp1 set fid_ $tep1_flow id

$tcp1 set packetSize  $tamanho_pacote_tcp1
$Src2 attach-agent $tcp1

$ns attach-agent $Node1 $tcp1

set Src3 [new Application/FTP]

set tcp2 [new Agent/TCP]

$tcp2 set fid_ $tep2 flow id

$tcp2 set packetSize  $tamanho_pacote_tcp2
$Src3 attach-agent $tcp2

$ns attach-agent $Node22 $tcp2

set Src4 [new Application/FTP]

set tcp3 [new Agent/TCP]

$tcp3 set fid_ $tcp3 flow id

$tcp3 set packetSize_ $tamanho_pacote_tcp3
$Src4 attach-agent $tcp3

$ns attach-agent $Node33 $tcp3

set Srcd [new Application/FTP]

set tcp7 [new Agent/TCP]

$tcp7 set fid_ $tep7_flow id
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$tcp7 set packetSize_ $tamanho_pacote_tcp7
$Src5 attach-agent $tep7

$ns attach-agent $Node11 $tcp7

# Criacao de trafego de destino e conexao ao no 8
set destino0 [new Agent/LossMonitor]

set sink0 [new Agent/Null]

set sink1  [new Agent/TCPSink]

setsink2 [new Agent/TCPSink]

set sink3  [new Agent/TCPSink]

set sink4  [new Agent/TCPSink]

set sink5 [new Agent/TCPSink]

$ns attach-agent $Node8 $destino0

$ns attach-agent $Node8 $sink0

¥ns attach-agent $Node8 $sink1

$ns attach-agent $Node8 $sink2

¥ns attach-agent $Node8 $sink3

$ns attach-agent $Node8 $sink4

$ns attach-agent $Node8 $sink5

$ns connect $udp0 $destino0

$ns connect $udp1 $sink0

$ns connect $tcp0 $sink1

$ns connect $tcp1 $sink2

$ns connect $tcp2 $sink3

$ns connect $tcp3 $sink4

¥ns connect $tcp7 $sink5

$ns at $inicio_gravacao "record"
$ns at $inicio_geracao_trafego_udp0 "$Fonte0 start"
$ns at $inicio_geracao_trafego_udp1 "$SrcO start"

$ns at $inicio_geracao_trafego_tcp0  "$Src1 start"



$ns at $inicio_geracao_trafego_tcp1
$ns at $inicio_geracao_trafego_tcp2
$ns at $inicio_geracao_trafego_tcp3
$ns at $inicio_geracao_trafego_tcp7
$ns at $fim_geracao_trafego_udp0O
$ns at $fim_geracao_trafego_udp1
$ns at $fim_geracao_trafego_tcp0
$ns at $fim_geracao_trafego_tcp1
$ns at $fim_geracao_trafego_tcp2
$ns at $fim_geracao_trafego_tcp3
$ns at $fim_geracao_trafego_tcp7
$ns at $tempo_simulacao

$ns run
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"$Src2 start"
"$Src3 start"
"$Src4 start”
"$Src5 start"
"$FonteQ stop"
"$SrcO stop"
"$Srct1 stop”
"$Src2 stop"
"$Src3 stop"
"$Src4 stop”
"$Src5 stop”

"finish"
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Script para simular uma rede IP com escalonador CBQ/WRR

# Autora: Lilian Barbara Bender Portugal

# Mestranda Telecomunicacoes UFPR/ Fevereiro 2002
# Linux 2.4.7-10 com Red Hat 7.2

# KDE 2.1-10

# Versao Network Simulator: ns-2.1b8

# Versao Network Animator: nam-1-snapshot-20011228
# Versao TCL: tcl8.3.3

# Versao XGRAPH: xgraph12.1

# Script : cba.tcl

# Inicializa o objeto de Simulacao

set ns [new Simulator]

# Abertura dos arquivos de saida para NAM e XGRAPH
set nf [open cbg.nam w]

$ns namtrace-all $nf

set fO [open cbg_banda_nivel6.tr w)
set f1 [open cbq_perda_nivel6.tr w]
set all [open cbq_all_nivel6.tr w]
$ns trace-all $all

set capacidade_banda 1Mb

set latencia 10ms

set descarte DropTail

set escalonador CBQ/WRR

set tamanho_pacote _udp0 80

set tamanho_pacote_udp1 1000
set tamanho_pacote_tcp0 1000



set tamanho_pacote_tcp1 1000
set tamanho_pacote_tcp2 1000
set tamanho_pacote_tcp3 1000
set tamanho_pacote_tcp7 1000
set inicio_gravacao 0.0

set inicio_geracao_trafego_udpO
set inicio_geracao_trafego_udp1
set inicio_geracao_trafego_tcp0
set inicio_geracao_trafego_tcp1
set inicio_geracao_trafego_tcp2
set inicio_geracao_trafego_tcp3
set inicio_geracao_trafego_tcp7
set fim_geracao_trafego_udp0
set fim_geracao_trafego_udp1
set fim_geracao_trafego_tcp0
set fim_geracao_trafego_tcp1
set fim_geracao_trafego_tcp2
set fim_geracao_trafego_tcp3
set fim_geracao_trafego_tcp7
set intervalo_gravacao 1.0

set tempo_simulacao 20.0

# Procedimento de fechamento dos arquivos de saida NAM e XGRAPH

proc finish {} {
global ns nf fO {1 all
$ns flush-trace
close $nf

close $f0

close $f1

close $all

0.1
0.1
0.1
0.1
0.1
0.1
0.1
20.0
20.0
20.0
20.0
20.0
20.0
20.0
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exec nam wfg.nam &

exit 0

}

# Procedimento de gravacao dos dados no arquivo de saida para XGRAPH
proc record {} {

global destino0 fO f1 intervalo_gravacao

set ns [Simulator instance]

# Ajustar o intervalo de tempo para a gravacao

set time $intervalo_gravacao

# Parametros no destino: bytes recebidos, pacotes perdidos e recebidos
set banda_udp0 [$destino0 set bytes_]

set perdidosO [$destino0 set nlost_]

# Configurar hora para tempo corrente

set now [$ns now]

# Calcular largura de banda (em MBit/s) e escrever no arquivo
puts $f0 "$now [expr $banda_udp0/$time*8/1000000]"

puts $f1 "$now [expr $perdidos0]"

# Escrever no arquivo a quantidade de pacotes perdidos

# Zerar os valores no destino

$destino0 set bytes 0

$destino0 set nlost_ 0

# Reprogramar o procedimento

$ns at [expr $now+$time] "record"

puts $f0 "YUnitText: Banda (Mbps)"

puts $f0 "XUnitText: Tempo (s)"

puts $f0 "TitleText: Banda UDP no Destino - Nivel 6"

puts $f1 "YUnitText: Perda (pacotes)"

puts $f1 "XUnitText: Tempo (s)"

puts $f1 "TitleText: Perda Pacotes UDP no Destino - Nivel 6"



}

# Topologia
set NodeO
set Node1
set Node2
set Node3
set Node4
set Node5
set Node6
set Node7
set Node8

[$ns node]
[$ns node]
[$ns node]
[$ns node]
[$ns node]
[$ns node]
[$ns node]
[$ns node]

[$ns node]

set Node9 [$ns node]

set Node10 [$ns node]

set Node11 [$ns node]

$ns duplex-link $Node0 $Node2 $capacidade_ banda $latencia $descarte

$ns duplex-link $Node1 $Node3 $capacidade_banda $latencia $descarte

$ns simplex-link $Node2 $Node4 $capacidade_banda $latencia $escalonador
$ns simplex-link $Node4 $Node2 $capacidade_banda $latencia $descarte
$ns duplex-link $Node3 $Node4 $capacidade_banda $latencia $descarte

$ns simplex-link $Node4 $Node5 $capacidade_banda $latencia $escalonador
$ns simplex-link $Node5 $Node4 $capacidade_banda $latencia $descarte
$ns simplex-link $Node5 $Node6 $capacidade banda $latencia $escalonador
$ns simplex-link $Node6 $Node5 $capacidade_banda $latencia $descarte
$ns simplex-link $Node6 $Node7 $capacidade_banda $latencia $escaionador
$ns simplex-link $Node7 $Node6 $capacidade_banda $latencia $descarte

$ns simplex-link $Node7 $Node8 $capacidade_banda $latencia $escalonador
$ns simplex-link $Node8 $Node7 $capacidade_banda $latencia $descarte

$ns duplex-link $Node9 $Node2 $capacidade_banda $latencia $descarte

$ns duplex-link $Node10 $Node3 $capacidade_banda $latencia $descarte



$ns duplex-link $Node11 $Node7 $capacidade_banda $latencia $descarte
# Definicoes especificas para o escalonador
set cbglink24  [$ns link $Node2 $Node4]
set cbqlink45  [$ns link $Node4 $Node5]
set cbqlink56  [$ns link $Node5 $Nodeb]
set cbqlink67  [$ns link $Node6 $Node7]
set cbqlink78  [$ns link $Node7 $Node8]
set topclass [new CBQClass]

$topclass setparams none 0 1 auto 02 0

set voz [new CBQClass]

set fila_voz [new Queue/DropTail]

$voz install-queue $fila_voz

$fila_voz set limit_ 50

$voz setparams $topclass true 0.3 auto 010
set dados [new CBQClass]

set fila_dados [new Queue/DropTail]

$dados install-queue $fila_dados
$fila_dados set limit_ 50

$dados setparams $topclass false 0.7 auto 110
$cbqlink24 insert $topclass

Scbqlink24 insert $voz

$cbqlink24 insert $dados

$cbglink45 insert $topclass

$cbqlink45  insert $voz

$cbqlink45 insert $dados

$cbqlink56 insert $topclass

$cbqlink56 insert $voz

$cbqlink56  insert $dados

$cbqlink67  insert $topclass



$cbqlink67
$cbqlink67
$cbqlink78
$cbqlink78
$cbqlink78

99

insert $voz
insert $dados
insert $topclass
insert $voz

insert $dados

$ns color 0 Green

$ns color 1 Blue

$chqlink24
$cbqlink24
$cbqlink45
$cbqlink45
$cbqlink56
$cbqlink56
$chqlink67
$cbqlink67
$cbqlink78
$chqlink78

bind $voz 0
bind $dados 1
bind $voz 0
bind $dados 1
bind $voz 0
bind $dados 1
bind $voz 0
bind $dados 1
bind $voz 0
bind $dados 1

# Definicao do protocolo de Bellman-Ford

$ns rtproto DV

# Criacao de agentes e aplicacoes para transmitir pacotes

# Geracao trafego UDP conectado a uma aplicacao CBR na fonte 0 para estudo

set FonteO [new Application/Traffic/CBR]

$Fonte0 set packetSize_ $tamanho_pacote_udp0

$Fonte0 set interval_ 0.01

set udpO [new Agent/UDP]
$udpO set fid_ 0

$Fonte0 attach-agent $udp0

$ns attach-agent $Node0 $udp0

# Geracao de trafego UDP e TCP para gerar congestionamento
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set Src0 [new Application/Traffic/CBR]
$Src0 set packetSize_ $tamanho_pacote_udp1
$Src0 set interval_ 0.01
set udp1 [new Agent/UDP]
$Src0 attach-agent $udp1
$ns attach-agent $Node1 $udp1
set Src1 [new Application/FTP]
set tcp0 [new Agent/TCP]
$tcpO set packetSize_ $tamanho_pacote_tcp0
$tcpO set fid_ 1
$Src1 attach-agent $tcp0
$ns attach-agent $Node0 $tcpO
set Src2 [new Application/FTP]
set tcp1 [new Agent/TCP]
$tcp1 set packetSize_ $tamanho_pacote tcp1
$Src2 attach-agent $tcp1
$ns attach-agent $Node1 $tcp1
set Src3 [new Application/FTP]
set tcp2 [new Agent/TCP]
$tcp2 set packetSize_ $tamanho_pacote_tcp2
$Src3 attach-agent $tcp2
$ns attach-agent $Node22 $tcp2
set Src4 [new Application/FTP]
set tcp3 [new Agent/TCP]
$tcp3 set packetSize_ $tamanho_pacote_tcp3
$Src4 attach-agent $tcp3
$ns attach-agent $Node33 $tcp3
set Src5 [new Application/FTP]
set tcp7 [new Agent/TCP]
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$tcp7 set packetSize_ $tamanho_pacote_tcp7
$Src5 attach-agent $tep7
$ns attach-agent $Node11 $tcp7
# Criacao de trafego de destino e conexao ao no 12
set destino0 [new Agent/LossMonitor]
set sink0 [new Agent/Null]
set sink1 [new Agent/TCPSink]
set sink2 [new Agent/TCPSink]
set sink3 [new Agent/TCPSink]
set sink4 [new Agent/TCPSink]
set sink5 [new Agent/TCPSink]
$ns attach-agent $Node8 $destino0
$ns attach-agent $Node8 $sink0
$ns attach-agent $Node8 $sink1
$ns attach-agent $Node8 $sink2
$ns attach-agent $Node8 $sink3
$ns attach-agent $Node8 $sink4
$ns attach-agent $Node8 $sink5
$ns connect $udpO $destino0
$ns connect $udp1 $sink0
$ns connect $tcp0 $sink1
$ns connect $tcp1 $sink2
$ns connect $tcp2 $sink3
$ns connect $tcp3 $sink4
$ns connect $tcp7 $sink5
$ns at $inicio_gravacao “record"
$ns at $inicio_geracao_trafego_udp0 "$FonteQ start"
$ns at $inicio_geracao_trafego _udp1  "$Src0 start"

$ns at $inicio_geracao_trafego_tcp0  "$Src1 start"



$ns at $inicio_geracao_trafego_tcp1
$ns at $inicio_geracao_trafego_tcp2
$ns at $inicio_geracao_trafego_tcp3
$ns at Sinicio_geracao_trafego_tcp7
$ns at $fim_geracao_trafego_udp0
$ns at $fim_geracao_trafego_udp1
$ns at $fim_geracao_trafego_tcp0O
¥ns at $fim_geracao_trafego_tcp1
$ns at $fim_geracao_trafego_tcp2
$ns at $fim_geracao_trafego_tcp3
$ns at $fim_geracao_trafego_tcp7
$ns at $tempo_simulacao

$ns run

"$Src2 start"
"$Src3 start”
"$Src4 start"
"$Src5 start”
"$Fonte0 stop"
"$Src0 stop”
"$Src1 stop"
"$Src2 stop"
"$Src3 stop"
"$Src4 stop"
"$Src5 stop”

"finish"
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Script para simular uma rede IP sobre MPLS

# Autora: Lilian Barbara Bender Portugal

# Mestranda Telecomunicacoes UFPR/ Fevereiro 2002
# Linux 2.4.7-10 com Red Hat 7.2

# KDE 2.1-10

# Versao Network Simulator: ns-2.1b8

# Versao Network Animator: nam-1-snapshot-20011228
# Versao TCL: tcl8.3.3

# Versao XGRAPH:  xgraph12.1

# Script : mpls.tcl

# Inicializa o objeto de Simulacao

set ns [new Simulator]

# Abertura dos arquivos de saida para NAM e XGRAPH
set nf [open mpls.nam w]

$ns namtrace-all $nf

set fO [open mpls_banda_nivel6.tr w]

set f1 [open mpls_perda_nivel6.tr w]

set all [open mpls_all_nivel6.tr w]

$ns trace-all $all

# Configuracao de variaveis usadas no script
set udp0_flow_id 1

set udp1_flow _id 2

set tcp0_flow _id 3

set tcp1_flow_id 4

set tcp2_flow_id 5

set tcp3_flow_id 6
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set tcp7_flow_id 7
set capacidade_banda 1Mb
set latencia 10ms
set descarte DropTail
set tamanho_pacote_udpO 80
set tamanho_pacote _udp1 1000
set tamanho_pacote_tcp0 1000
set tamanho_pacote_tcp1 1000
set tamanho_pacote_tcp2 1000
set tamanho_pacote_tcp3 1000
set tamanho_pacote_tcp7 1000
set inicio_gravacao 0.0
set inicio_geracao_trafego_udp0 0.1
set inicio_geracao_trafego_udp1 0.1
set inicio_geracao_trafego_tcp0 0.1
set inicio_geracao_trafego tcp1 0.1
set inicio_geracao_trafego_tcp2 0.1
set inicio_geracao_trafego_tcp3 0.1
set inicio_geracao_trafego_tcp7 0.1
set fim_geracao_trafego_udp0 20.0
set fim_geracao_trafego_udp1 20.0
set fim_geracao_trafego_tcp0  20.0
set fim_geracao_trafego_tcp1  20.0
set fim_geracao_trafego_tcp2  20.0
set fim_geracao_trafego_tcp3  20.0
set fim_geracao_trafego_tcp7 20.0
set intervalo_gravacao 1.0
set tempo_simulacao 20.0

# Configuracao de cores para o trafego UDP e TCP transmitidos
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$ns color $udp0_flow_id Green

$ns color $udp1_flow_id Blue

$ns color $tcp0_flow_id Orange

$ns color $tcp1_flow_id Red

$ns color $tcp2_flow_id Yellow

$ns color $tcp3_flow_id Purple

$ns color $tcp7_flow_id Magenta

# Procedimento de fechamento dos arquivos de saida NAM e XGRAPH
proc finish {} {

global ns nf fO f1 all

$ns flush-trace

close $nf

close $f0

close $f1

close $all

exec nam mpls.nam &

exit 0

}

# Procedimento de gravacao dos dados no arquivo de saida para XGRAPH
proc record {} {

global destinoO fO f1 intervalo_gravacao

set ns [Simulator instance]

# Ajustar o intervalo de tempo para a gravacao

set time $intervalo_gravacao

# Parametros no destino: bytes recebidos, pacotes perdidos e recebidos
set banda_udp0 [$destino0 set bytes_]

set perdidos0 [$destino0 set nlost_]

# Configurar hora para tempo corrente

set now [$ns now]



# Calcular largura de banda (em MBit/s) e escrever no arquivo
puts $f0 "$now [expr $banda_udp0/$time*8/1000000]"
puts $f1 "$now [expr $perdidos0]"

# Escrever no arquivo a quantidade de pacotes perdidos
# Zerar os valores no destino

$destino0 set bytes_ 0

$destino0 set nlost_ 0

# Reprogramar o procedimento

$ns at [expr $now+$time] "record”

puts $f0 "YUnitText: Banda (Mbps)"

puts $f0 "XUnitText: Tempo (s)"

puts $f0 "TitleText: Banda UDP no Destino - Nivel 6"
puts $f1 "YUnitText: Perda (pacotes)"

puts $f1 "XUnitText: Tempo (s)"

puts $f1 "TitleText: Perda Pacotes UDP no Destino - Nivel 6"
}

# Definicoes especificas do modelo MPLS
Classifier/Addr/MPLS set data_driven_ 1
Classifier/Addr/MPLS enable-ordered-control

# Topologiaset NodeO [$ns node]

set NodeO [$ns node]

set Node1 [$ns node]

$ns node-config -MPLS ON

set LSR2 [$ns node]

set LSR3 [$ns node]
set LSR4 [$ns node]
set LSR5 [$ns node]
set LSR6 [$ns node]
set LSR7 [$ns node]
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$ns node-config -MPLS OFF
set Node8 [$ns node]
set Node9 [$ns node]
set Node10 [$ns node]
set Node11 [$ns node]
$ns duplex-link $Node0 $LSR2 $capacidade_banda $latencia $descarte
3ns duplex-link $Node1 $LSR3 $capacidade_banda $latencia $descarte
$ns duplex-link $LSR2 $LSR4 $capacidade banda $latencia $descarte
¥ns duplex-link $LSR3 $LSR4 $capacidade banda $latencia $descarte
$ns duplex-link $LSR4 $LSR5 $capacidade banda $latencia $descarte
$ns duplex-iink $LSR5 $LSR6 $capacidade_banda $latencia $descarte
$ns duplex-link 3LSR6  $LSR7 $capacidade_banda $latencia $descarte
$ns duplex-link 3LSR7 $Node8 $capacidade banda $latencia $descarte
$ns duplex-link $Node9 $LSR2 $capacidade_banda $latencia $descarte
$ns duplex-link $Node10 $LSR3 $capacidade banda $latencia $descarte
$ns duplex-link $Node11 $LSR7 $capacidade_banda $latencia $descarte

# Configurar os agentes LDP para todos os elementos do dominio MPLS
for {set i 2} {$i < 8} {incr i} {

for {set j [expr $i+1]} {$j < 8} {incr j} {

set a LSRSi

set b LSR$j

eval $ns LDP-peer $$a $3b

}
}

# Definicao das cores para as mensagens de sinalizaco do protocolo LDP
$ns Idp-request-color  red
$ns Idp-mapping-color  black

$ns Idp-withdraw-color magenta
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$ns Idp-release-color  orange
$ns Idp-notification-color yellow
# Configuracao dos Peeres LDP
for {set i 2} {$i < 8} {incr i} {
set a LSRSi
for {set j [expr $i+1]} {$] < 8} {incr j} {
set b LSR$j
eval $ns LDP-peer $$a $$b
}
set m [eval $$a get-module "MPLS"]
eval set LSR$i $m
$m enable-reroute "new"
}
# Criacao de agentes e aplicacoes para transmitir pacotes
# Geracao trafego UDP conectado a uma aplicacao CBR na fonte 0 para estudo
set FonteO [new Application/Traffic/CBR]
$Fonte0 set packetSize_ $tamanho_pacote_udp0
$Fonte0 set interval _ 0.01
set udp0 [new Agent/UDP]
$Fonte0 attach-agent $udp0
$udpO set fid_ $udpO_flow_id
$ns attach-agent $Node0 $udp0
# Geracao de trafego UDP e TCP para gerar congestionamento
set Src0 [new Application/Traffic/CBR]
$Src0 set packetSize_ $tamanho_pacote_udp1
$Src0 set interval _ 0.01
set udp1 [new Agent/UDP]
$Src0 attach-agent $udp1
Sudp1 set fid_ $udp1_flow_id
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$ns attach-agent $Node1 $udp

set Src1 [new Application/FTP]

set tcp0 [new Agent/TCP]

$tcpO set fid_ $tcpO_flow_id

PtcpO set packetSize_ $tamanho_pacote_tcp0
$Src1 attach-agent $tcp0

$ns attach-agent $NodeO $tcpO

set Src2 [new Application/FTP]

set tcp1 [new Agent/TCP]

$tep1 set fid_ $tep1_flow_id

$tcp1 set packetSize  $tamanho_pacote_tcp1
$Src2 attach-agent $tcp1

$ns attach-agent $Node1 $tcp1

set Src3 [new Application/FTP]

set tcp2 [new Agent/TCP]

$tep2 set fid_ $tcp2_flow_id

$tcp2 set packetSize_ $tamanho_pacote tcp2
$Src3 attach-agent $tcp2

$ns attach-agent $Node2 $tcp2

set Src4 [new Application/FTP]

set tcp3 [new Agent/TCP]

$tcp3 set fid_ $tcp3_flow id

$tcp3 set packetSize_ $tamanho_pacote tcp3
$Src4 attach-agent $tcp3

$ns attach-agent $Node3 $tcp3

set Src5 [new Application/FTP]

set tcp7 [new Agent/TCP]

$tcp7 set fid_ $tcp7_flow_id

$tcp7 set packetSize_ $tamanho_pacote_tcp7



$Src5 attach-agent $tcp7

$ns attach-agent $Node11 $tcp7

# Criacao de trafego de destino

set destino0 [new Agent/LossMonitor]
set sink0 [new Agent/Null]

set sink1 [new Agent/TCPSink]
set sink2 [new Agent/TCPSink]
set sink3 [new Agent/TCPSink]

set sink4 [new Agent/TCPSink]

set sink5 [new Agent/TCPSink]

$ns attach-agent $Node8 $destino0

$ns attach-agent $Node8 $sink0

$ns attach-agent $Node8 $sink1

$ns attach-agent $Node8 $sink2

$ns attach-agent $Node8 $sink3

$ns attach-agent $Node8 $sink4

$ns attach-agent $Node8 $sink5

$ns connect $udp0 $destino0

$ns connect $udp1 $sink0

$ns connect $tcp0 $sink1

$ns connect $tcp1 $sink2

$ns connect $tcp2 $sink3

$ns connect $tcp3 $sink4

$ns connect $tcp7 $sink5

$ns at $inicio_gravacao "record"

$ns at $inicio_geracao_trafego_udp0 "$Fonte0 start"
$ns at $inicio_geracao_trafego_udp1  "$SrcO start"
$ns at Sinicio_geracao_trafego_tcp0  "$Src1 start"

$ns at $inicio_geracao_trafego_tcp1  "$Src2 start"
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$ns at $inicio_geracao_trafego_tcp2  "$Src3 start"
$ns at $inicio_geracao_trafego_tcp3  "$Src4 start"
$ns at $inicio_geracao_trafego_tcp7  "$Src5 start"
$ns at $fim_geracao_trafego_udpO "$Fonte0 stop"

$ns at $fim_geracao_trafego_udp1 "$Src0 stop”

$ns at $fim_geracao_trafego_tcp0 "$Src1 stop”
$ns at $fim_geracao_trafego_tcp1 "$Src2 stop"
$ns at $fim_geracao_trafego_tcp2 "$Src3 stop”
$ns at $fim_geracao_trafego_tcp3 "$Src4 stop"
$ns at $fim_geracao_trafego_tcp7 "$Src5 stop”
$ns at $tempo_simulacao “finish"

$ns run



